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PERTANIKA JOURNAL OF SCIENCE & TECHNOLOGY
About the Journal

Overview

Pertanika Journal of Science & Technology is an official journal of Universiti Putra Malaysia. It is an open-
access online scientific journal. It publishes original scientific outputs. It neither accepts nor commissions
third party content.

Recognised internationally as the leading peer-reviewed interdisciplinary journal devoted to the publication
of original papers, it serves as a forum for practical approaches to improve quality on issues pertaining to
science and engineering and its related fields.

Pertanika Journal of Science & Technology is a quarterly (January, April, July, and October) periodical that
considers for publication original articles as per its scope. The journal publishes in English and it is open
for submission by authors from all over the world.

The journal is available world-wide.

Aims and scope

Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to
science and engineering research. Areas relevant to the scope of the journal include: bioinformatics,
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, engineering,
engineering design, environmental control and management, mathematics and statistics, medicine and
health sciences, nanotechnology, physics, safety and emergency management, and related fields of study.

History
Pertanika Journal of Science & Technology was founded in 1993 and focuses on research in science and
engineering and its related fields.

Vision
To publish a journal of international repute.

Mission
Our goal is to bring the highest quality research to the widest possible audience.

Quality

We aim for excellence, sustained by a responsible and professional approach to journal publishing.
Submissions can expect to receive a decision within 90 days. The elapsed time from submission to
publication for the articles averages 180 days. We are working towards decreasing the processing time
with the help of our editors and the reviewers.

Abstracting and indexing of Pertanika

Pertanika Journal of Science & Technology is now over 27 years old; this accumulated knowledge and
experience has resulted the journal being abstracted and indexed in SCOPUS (Elsevier), Clarivate Web
of Science (ESCI), EBSCO, ASEAN CITATION INDEX, Microsoft Academic, Google Scholar, and MyCite.

Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. & Technol.

Publication policy

Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by
two or more publications. It prohibits as well publication of any manuscript that has already been published
either in whole or substantial part elsewhere. It also does not permit publication of manuscript that has
been published in full in proceedings.

Code of Ethics

The Pertanika journals and Universiti Putra Malaysia take seriously the responsibility of all of its journal
publications to reflect the highest in publication ethics. Thus, all journals and journal editors are expected
to abide by the journal's codes of ethics. Refer to Pertanika’'s Code of Ethics for full details, or visit the
journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php



Originality

The author must ensure that when a manuscript is submitted to Pertanika, the manuscript must be an original
work. The author should check the manuscript for any possible plagiarism using any program such as Turn-It-
In or any other software before submitting the manuscripts to the Pertanika Editorial Office, Journal Division.

All submitted manuscripts must be in the journal’s acceptable similarity index range:
<20% - PASS; > 20% — REJECT.

International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media—print
and electronic.

Pertanika Journal of Science & Technology: e-ISSN 2231-8526 (Online).

Lag time
A decision on acceptance or rejection of a manuscript is reached in 90 days (average). The elapsed time from
submission to publication for the articles averages 180 days.

Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of initial
submission without the consent of the journal’s Chief Executive Editor.

Manuscript preparation

Most scientific papers are prepared according to a format called IMRAD. The term represents the first letters
of the words Introduction, Materials and Methods, Results, And Discussion. IMRAD is simply a more ‘defined’
version of the “IBC” (Introduction, Body, Conclusion) format used for all academic writing. IMRAD indicates
a pattern or format rather than a complete list of headings or components of research papers; the missing
parts of a paper are: Title, Authors, Keywords, Abstract, Conclusions, References, and Acknowledgement.
Additionally, some papers include Appendices.

The Introduction explains the scope and objective of the study in the light of current knowledge on the subject;
the Materials and Methods describes how the study was conducted; the Results section reports what was
found in the study; and the Discussion section explains meaning and significance of the results and provides
suggestions for future directions of research. The manuscript must be prepared according to the journal’s
Instruction to Authors (http://www.pertanika.upm.edu.my/Resources/regular_issues/Regular_lssues_
Instructions_to_Authors.pdf).

Editorial process
Authors who complete any submission are notified with an acknowledgement containing a manuscript ID on
receipt of a manuscript, and upon the editorial decision regarding publication.

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are
sent to reviewers. Authors are encouraged to suggest names of at least 3 potential reviewers at the time
of submission of their manuscripts to Pertanika, but the editors will make the final selection and are not,
however, bound by these suggestions.

Notification of the editorial decision is usually provided within 90 days from the receipt of manuscript.
Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are accepted conditionally,
pending an author’s revision of the material.

As articles are double-blind reviewed, material that may identify authorship of the paper should be placed
only on page 2 as described in the first-4-page format in Pertanika’s Instruction to Authors (http://www.
pertanika.upm.edu.my/Resources/regular_issues/Regular_Issues_Instructions_to_ Authors.pdf).

The journal’s peer review
In the peer-review process, 2 to 3 referees independently evaluate the scientific quality of the submitted
manuscripts. At least 2 referee reports are required to help make a decision.

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and
weaknesses of written research, with the aim of improving the reporting of research and identifying the most
appropriate and highest quality material for the journal.
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Operating and review process
What happens to a manuscript once it is submitted to Pertanika? Typically, there are 7 steps to the editorial
review process:

1.

The journal's Chief Executive Editor and the Editor-in-Chief examine the paper to determine
whether it is relevance to journal needs in terms of novelty, impact, design, procedure, language
as well as presentation and allow it to proceed to the reviewing process. If not appropriate, the
manuscript is rejected outright and the author is informed.

The Chief Executive Editor sends the article-identifying information having been removed, to 2 to
3 reviewers. They are specialists in the subject matter of the article. The Chief Executive Editor
requests that they complete the review within 3 weeks.

Comments to authors are about the appropriateness and adequacy of the theoretical or
conceptual framework, literature review, method, results and discussion, and conclusions.
Reviewers often include suggestions for strengthening of the manuscript. Comments to the editor
are in the nature of the significance of the work and its potential contribution to the research field.

The Editor-in-Chief examines the review reports and decides whether to accept or reject the
manuscript, invite the authors to revise and resubmit the manuscript, or seek additional review
reports. In rare instances, the manuscript is accepted with almost no revision. Almost without
exception, reviewers’ comments (to the authors) are forwarded to the authors. If a revision is
indicated, the editor provides guidelines for attending to the reviewers’ suggestions and perhaps
additional advice about revising the manuscript.

The authors decide whether and how to address the reviewers’ comments and criticisms and
the editor’s concerns. The authors return a revised version of the paper to the Chief Executive
Editor along with specific information describing how they have addressed’ the concerns of
the reviewers and the editor, usually in a tabular form. The authors may also submit a rebuttal
if there is a need especially when the authors disagree with certain comments provided by
reviewers.

The Chief Executive Editor sends the revised manuscript out for re-review. Typically, at least 1
of the original reviewers will be asked to examine the article.

When the reviewers have completed their work, the Editor-in-Chief examines their comments
and decides whether the manuscript is ready to be published, needs another round of revisions,
or should be rejected. If the decision is to accept, the Chief Executive Editor is notified.

The Chief Executive Editor reserves the final right to accept or reject any material for publication,
if the processing of a particular manuscript is deemed not to be in compliance with the S.0.P. of
Pertanika. An acceptance letter is sent to all the authors.

The editorial office ensures that the manuscript adheres to the correct style (in-text citations,
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors
are asked to respond to any minor queries by the editorial office. Following these corrections,
page proofs are mailed to the corresponding authors for their final approval. At this point, only
essential changes are accepted. Finally, the manuscript appears in the pages of the journal
and is posted on-line.
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Foreword

Welcome to the fourth issue of 2022 for the Pertanika Journal of Science and Technology
(PJST)!

PJST is an open-access journal for studies in Science and Technology published by
Universiti Putra Malaysia Press. It is independently owned and managed by the university
for the benefit of the world-wide science community.

This issue contains 35 articles; four review articles and the rest are regular articles. The
authors of these articles come from different countries namely Bangladesh, Indonesia,
Iraq, Japan, Malaysia, Nigeria and Saudi Arabia.

An investigation on optimal material selection for manufacturing prosthetic feet was
conducted by Fahad Mohanad Kadhim et al. from Iraq. This investigation simulates chosen
materials to find the optimal material selection for manufacturing prosthetic feet by
assuming boundary conditions, reaction forces, design considerations, and application.
The result shows that the Hybrid composite material has excellent improvement in
mechanical properties such as lightweight, stiffness, high mechanical properties, and
cost-efficiency. Furthermore, by considering the body weight of the amputee and gait
cycle, and analyzing the material properties, the hybrid composite material that is the
best suitable should be selected to manufacture foot prostheses. Further details of the
investigation can be found on page 2363.

A review on computed tomography and other imaging modalities in pediatric congenital
heart disease was conducted by Hongying Chen and colleagues from Universiti Putra
Malaysia. Congenital heart defects (CHD) are the most common congenital disabilities.
Therefore, an early and accurate diagnosis of coronary heart disease is very important
for patients to get timely and effective treatment. At present, the clinical application
of echocardiogram (echo), cardiovascular magnetic resonance (CMR) and computed
tomography angiography (CTA) in coronary heart disease anatomy and function
has increased significantly, which plays an important role in preoperative diagnosis,
intraoperative monitoring, and postoperative recovery evaluation. Details of this study
are available on page 2439.

A regular article titled “Effective Emergency Management: Scrutinizing the Malaysia Lead
Responding Agency Planning and Information Management Approach During Disaster
Exercise” was presented by Khairilmizal Samsudin and co-researchers from Malaysia.
This study proposes several areas of improvement for planning and information
management elements in effective emergency management theory by identifying its
challenges through the Fire and Rescue Department Malaysia (FRDM). Four disaster



exercises at the state and federal levels were observed using a structured checklist. The
result indicates challenges were found in terms of proactivity in gaining information,
disseminating critical information during emergencies, developing a specific incident
action plan, and media management. Detailed information about this study is available
on page 2521.

In the last 12 months, of all the manuscripts peer-reviewed, 46% were accepted. This
seems to be the trend in PJST.

We anticipate that you will find the evidence presented in this issue to be intriguing,
thought-provoking and useful in reaching new milestones in your own research. Please
recommend the journal to your colleagues and students to make this endeavour
meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review
process involving a minimum of two reviewers comprising internal as well as external
referees. This was to ensure that the quality of the papers justified the high ranking
of the journal, which is renowned as a heavily-cited journal not only by authors and
researchers in Malaysia but by those in other countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors,
reviewers, Editor-in-Chief and Editorial Board Members of PJST, who have made this
issue possible.

PJST is currently accepting manuscripts for upcoming issues based on original qualitative
or quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
executive _editor.pertanika@upm.edu.my
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Application of Groupwise Principal Sensitivity Components on
Unbalanced Panel Data Regression Model for Gross Regional
Domestic Product in Kalimantan

Desi Yuniarti'?, Dedi Rosadi'* and Abdurakhman'
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ABSTRACT

Most robust estimation methods for panel data regression models do not consider the panel
data structure consisting of several cross-sections and time-series units. This robust method,
which does not consider the panel data structure, can completely remove all observations
from a cross-section unit in trimming outlier observations. However, it can cause biased
estimation results for the cross-section unit. This study determines the robust estimate
for the unbalanced panel data regression model using Groupwise Principal Sensitivity
Components (GPSC) by considering grouped structure data. The results were compared
with Within-Group (WG) estimation and other robust estimation methods, namely Within-
Group estimation with median centering (Median WG), Within-Group Least Trimmed
Squares (WG-LTS), and Within Generalized M (WGM) estimators. Comparisons were
made based on the Mean Squares Error (MSE) value. In this study, we applied the proposed
method to the unemployed and the Gross Regional Domestic Product (GRDP) data at

constant prices in Kalimantan, Indonesia.

The analysis showed that GPSC was the

best method with the smallest MSE value.

Therefore, we can consider implementing
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INTRODUCTION

Panel data regression analysis is a regression analysis that uses panel data. Panel data
results from observations of several cross-section units, namely companies, households, or
individuals, over several periods. So panel data has dimensions of space and time because
it consists of several cross-sections and time-series units. Balanced panel data has the
same time-series units in each cross-section unit. In contrast, unbalanced panel data has a
different number of time-series units in the cross-section units (Gujarati, 2004).

Bramati and Croux (2007) stated that the outliers in panel data might lead to a biased
regression estimator. Therefore, it requires a robust panel data regression estimator against
outliers. Research on robust estimators against outliers in panel data has begun to develop.
Bramati and Croux’s (2007) research is currently being developed and has become the
basis for many studies on the robust estimators of outliers for panel data regression models.
Bramati and Croux (2007) discussed robust estimators for panel data regression models
with a fixed-effects approach, namely the Within Groups Generalized M (WGM) estimator
by Wagenvoort and Waldmann (2002) and the Within Groups MS (WMS) estimator
from Maroona and Yohai (2000) applied to panel data. Several research developments
offer different data-centering methods and other estimation methods, such as Aquaro and
Cizek (2013), Visek (2015), Bakar and Midi (2015), and Midi and Muhammad (2018).
Another robust estimation method is by Beyaztas and Bandyopadhyay (2020), studying
the impact of outlier observations on the Ordinary Least Squares (OLS) estimation method
in a linear panel data model and suggested a robust alternative estimation procedure based
on weighted likelihood.

The studies described above applied and developed robust methods for panel data
regression models, and each method has its advantages. However, we are interested in a
robust estimation method considering a panel data structure consisting of several cross-
sections and time-series units. The panel data structure consisting of several cross-section
units allows for any differences in the average for each cross-section unit. For instance, the
cross-section unit shows an area with poverty level data. Therefore, regions with the highest
or lowest poverty rates can be considered outliers. The trimming process for outliers using
the robust general method can remove observations from a cross-section unit. However,
this trimming process can lead to biased estimation results for the appropriate cross-section
unit. For this reason, it is necessary to make a robust estimate for the regression model that
considers the structure of the panel data, especially the unbalanced panel data.

This study aims to apply the Groupwise Principal Sensitivity Components (GPSC)
method by Perez et al. (2013) to detect and determine robust estimates for panel data
regression models. The GPSC method is an outlier detection method to obtain robust
estimates for grouped data and follows a linear regression model approach with fixed group
effects. This GPSC method uses a sensitivity matrix formed by the sensitivity vector of
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each cross-section unit. This method develops the Principal Sensitivity Components (PSC)
method by Pena and Yohai (1999), adapted for grouped data. The GPSC method, which
pays attention to the structure of the grouped data, is suitable for the regression model for
panel data consisting of several cross-section units. This GPSC approach can identify the
outliers within groups and ensure that outlier trimming does not remove more than 50% of
data points from the same group. The outlyingness test of observations is based on a robust
estimator from the previous analysis. The development of this GPSC method will be perfect
for research on outlier detection and robust estimation for subsequent panel data regression
models because this method considers the grouped data structures corresponding to panel
data with several cross-section units. In the future, it is expected that research on robust
estimators for panel data can be more concerned with the structure of the panel data itself.

Perez et al. (2013) studied outlier detection and robust estimation with data distributed
into groups following a linear regression model with fixed group effects. They used several
methods, including GPSC, the RDL1 method by Hubert and Rousseeuw (1997), and the
MS method from Maroona and Yohai (2000). The results showed that GPSC could detect a
high percentage of a true and small number of false outliers. This method was also capable
of detecting any hidden high leverage points. In addition, this method could maintain good
efficiency properties while maintaining good robustness properties. In their paper, Perez
et al. (2013) also explained the deficiency of applying the robust method of M estimation,
Generalized M (GM) estimation, least median of squares (LMS) method, Least Trimmed
Squares (LTS) method, and Weighted Likelihood Estimator (WLE) method by Agostinelli
and Markatou (1998) and Markatou, et al. (1998) on grouped data. Perez et al. (2013)
stated that these methods are unsuitable for grouped data and proposed the GPSC method.

The GPSC method was developed based on the PSC method by Pena and Yohai
(1999). PSC is a fast iterative procedure to estimate parameters based on a minimal robust
scale. The procedure for minimizing this robust scale is obtained by eliminating possible
outliers. In the study of Pena and Yohai (1999), each observation is represented by a
sensitivity vector, a vector of changes in the least-squares estimate of the observations
when each data point is removed. The set of possible outliers obtained as extreme points
in the principal components of this vector is called the Principal Sensitivity Components
(PSC), or as the set of points with large residuals. The good performance of the proposed
procedure by Pena and Yohai (1999) allows the identification of outliers. Pena and Yohai
(1999) explained two ways to see the outlyingness of the ith observation, i.e., by using
an influence vector and a sensitivity vector. Pena and Yohai (1995) described an analysis
based on the influence vector, and Pena and Ruiz-Castillo-Castillo (1998) used it to detect
outlier groups in the regression model.

Perez et al. (2013) applied the GPSC method to income data as outcome variables,
hectare, food crops, beef and lamb data as covariates variables, and state variables as
grouping variables, which states the seven states where agriculture was. This application
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of the GPSC method does not clearly state the type of data in each group. However, based
on our study, the fixed group effects regression model used by Perez et al. (2013) is more
general than panel data because, in each group, there can be data from several objects in
the group. If the data in each group is in the form of time series data, it means that the
data is panel data. For this reason, we emphasize the application of the GPSC method to
panel data, especially for unbalanced panel data. The method can be used for panel data,
especially for unbalanced panel data, because the analysis method considers the unbalanced
panel data structure consisting of several cross-section units with different time-series units.

This study applies the GPSC method to the GRDP data of Kalimantan, Indonesia,
by looking at the effect of unemployment on the GRDP of Kalimantan. The COVID-19
pandemic has dealt a severe blow to the world economy, including Indonesia, thus providing
a different pattern for economic growth data. This condition then allows the occurrence of
outliers that require a robust estimation method against outliers. We also compare the GPSC
estimation results with Within-Group (WG) estimation and several other robust estimation
methods, namely, WG estimation with median centering (Median WG), WG Least Trimmed
Squares (WG-LTS), and Within Generalized M (WGM) estimator. Finally, we will use the
Mean Squares Error (MSE) value to determine the best robust estimation method.

METHODOLOGY

Unbalanced Panel Data Regression Model
This study used an unbalanced panel data regression model in Equation 1 (Baltagi, 2005):

Yo =a+X,B+uy,, i=12,.,N; t=12,..,T, [1]

where Yj; is the value of the Y variable for the tth time-series unit in the ith cross-section
unit, ¢ is a constant, Xj, = [X1,,» X2, -»Xk;,] is a vector of independent variables of
size K X 1, B = [B1, B2, -, Bk]’ is a vector of a parameter of size K X 1, N state the
number of cross-section units, T; state the number of time-series observations in the ith
cross-section unit, and the total number of all observations is n = Z:lTi. Equation 1 is an
unbalanced panel data regression model because it has a different number of time-series
units for cross-section units.

The panel data regression model in Equation 1 is a one-way error component model
if (Equation 2) (Baltagi, 2005):

U = Wi + 7V [2]

where v;; ~IIN(0, 62) and X,; is assumed to be independent of V. If y; is fixed, the model
in Equation 1 with the error component in Equation 2 is a one-way panel data regression
model with a fixed-effects approach.
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Equations 1 and 2 give the following model of Equation 3:
Ye=a +X, B+vy, i=1,2,.,N; t=1,2,...,T, [3]

where a; = a + p;. Equation 3 is a panel data regression model specified for individual
effects that are constant over time. For i = 1,2, ..., N we can express Equation 3 in the
following vector form of Equation 4 (Hsiao, 2003):

yi=a; -1, +X;B+v; [4]

where y; = [yll Vi * le] 17, is a vector of elements one of size T; X 1, vector X; =
[Xi1 Xiz - lT] of size K X Ty, B = [B1 B2+ Bk’ of size K x 1, v; = [Un Viz " ULT]
andassuming E[v;] = 0, E[v;v{] = 021, , E[v;v]] = 0 for i # j,where I, is the identity
matrix of size T; X T;.

We could then obtain the estimation of Equation 4 by the Ordinary Least Squares (OLS)
N

method. The OLS estimator of @; and 8 was obtained by minimizing § = 2 v;v;. The
i=1

within-group covariance matrix of variables X and the within-group covariance vector

between the variables X and Y, respectively, are as in Equation 5 (Perez et al., 2013):

Ty
1 _ _
Sxx,i = FZ(Xit -X;) X — X))
Y121

T;
1 _
Sxy,i = FZ(xit = Xy) Gie = ¥1) [5]
=

fori =1,2,..,N, where X; = Tl f;lx;t is the mean of the variable X,k = 1,2,---,K
i
. ) . . _ 1Ty . . .
in the ith cross-section unit, and y; = ;2:;1 Vit is the average of the Y variables in the
L

ith cross-section unit. The combined covariance matrix Syy and the combined covariance
vector Sxy are as in Equation 6 (Perez et al., 2013):

N N
T; T; (6)
Sxx = Z z SXX,i ;o Sxy = Z z SXY,L'
i=1 i=1

The least squares (LS) estimator of f and @; respectively are stated as Equations 7
and 8 (Perez et al., 2013):

B = SxxSxv
N T; N T;

A z Z(Xlt - Xl) (Xlt - Xl) Z z(xlt - Xl) (ylt yl) (7)
i=1t= i=1t=
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ar=y,—-Xip; i=12-,N 8)

Within-Groups Estimator of Unbalanced Panel Data Regression Model

Within-Groups (WG) estimator for the unbalanced panel data regression model uses the
within transformation by forming a Q = diag(Er,) matrix where Er, = Ip, — Jr,, Iy, isan
identity matrix of size T; X Tj, iTi = %]Ti, Jr, is a one-element matrix of size T; X T;. The

matrix elements of Q are the deviations from the individual mean. This transformation is
applied to the vector form of Equations 1 and 3, giving the following Equations 9 and 10:

y=at,+XB+u 9]
and
u=7Z,p+v [10]

where y isan X 1 vector, @ is a scalar, t,, is a vector of ones of size n X 1, X is a matrix
of independent variable of size n X K, B is a parameter vector of size K X 1, U is an error
vector of size n X 1, and Z,, = diag(tr,) is a square diagonal matrix with the vector element
LT; on the main diagonal.

Thus, we could get within transformation of Equation 9 to Equation 11 (Baltagi, 2005):

y=XBp+7V [11]

where § = Qy, X = QX, and ¥ = Qv. Applying the least-squares method to Equation 11,
we could get the WG estimator as Equation 12 (Baltagi, 2005):

B=XX)"'Xy [12]

provided (X'X) ™! exists.

Groupwise Principal Sensitivity Components for Unbalanced Panel Data
Regression Model

This section explains the GPSC method corresponding to the unbalanced panel data
regression model in Equation 1. In applying GPSC to the model of Equation 3, the cross-
section unit in the panel data corresponds to the group in the model of GPSC method by
Perez et al. (2013). Perez et al. (2013) developed the GPSC algorithm we applied in this
study. The GPSC method goes through two stages: the first stage is to determine the clean
set from outliers and then determine the initial robust estimate of the clean set. In stage
1, we formed the sensitivity matrix R; for ith cross-section unit. Given that P;¢(;jy is the
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estimated value of y;; if we remove the ijth observation (yi it X; j) as Equation 13 (Perez
etal., 2013):
Vieij) = Figejy + XieapBan [13]
We determined the estimated value of ﬁ(i j) based on Equation 7 and @; ;) based on
Equation 8 using all observations except the ijth observation. Furthermore, for each y;;
observation in the ith cross-section unit, the sensitivity vector is the change value vector
if every point in the ith cross-section unit is deleted as Equation 14 (Perez et al., 2013):

!
Iy = (J’it — YitGin) Yie — Yit(iz)» 0 Vie — yit(iTi)) [14]
I;; vector is the sensitivity vector of the ith cross-section unit. Then, we formed the
sensitivity matrix R; of the ith cross-section unit as in Equation 15:

R, =[ryrprr, | [15]

To avoid any different modeling as much as T;, we could determine the elements of
the matrix R; based on the leverage and residuals of the following least square model in
Equation 16 (Perez et al., 2013):

;
tjij
— hi.

1-hj;

Vie = Jie(ijy = [16]

where h]‘-' ; 1is the leverage effect of the jth observation of the ith cross-section unit as in
Equation 17:
| " ~ _
hjj= 7+ (Xy = Xi) (Sxx) ™' (Xi; — Xi) [17]
L

Thus, the sensitivity matrix for the ith cross-section is presented in Equation 18 (Perez
etal., 2013):

Ri = HiiWi [18]
where,
— e' —
i i hi 1—lhl" 0 0
hii hiy 1T; v
. . . i2 0
14 hl l 0 hi
H; = 21 21 2Ty |and W; = 1-h,
Ta hig T o
i1 i it 0 0 ° '
L L i i
1_
I hrr;
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Next, we form the matrix as in Equation 19 (Perez et al., 2013):
M; = R/R; [19]

and determined the non-zero eigenvalues of the M; matrix and the set of eigenvectors
{Vf,, q=12,---,K+ 1} corresponding to the non-zero eigenvalues of the M; matrix.
The maximum eigenvalue of M; expressed as A} is a measure of the global influence from
the observation of the ith cross-section unit on the predicted values of observations in that
cross-section unit. The eigenvector vl corresponding to the eigenvalue A4 is the direction of
the maximum sensitivity of the observations at the ith cross-section unit. Eigenvector {V(iz ,
q=12,-,p+ 1} is the orthogonal direction in which the joint effect of deleting multiple
data points from the ith cross-section in the estimated value is maximized. Therefore, the
projection of Equation 20 is as follows:

z, = R, [20]

in the direction of Vé, q=1,2,---,K + 1 detects high leverage points with high mutual
influence in the ith cross-section unit. This projection is the principal component of the
sensitivity vector. According to Pena and Yohai (1999), the group of points that together
have a leverage effect in the ith cross-section unit is expected to have extreme coordinates at
least one of p + 1 PSC {zé, q=12,-,K+ 1}. Furthermore, for each principal component
of q, a different data set is formed, namely the first set containing all observations from
each cross-section unit and the second set, deleting 50% of observations with the largest
coordinates in the vector (Equation 21):

d; = |z} —med(z})|; g=12,,K+1 [21]

The two sets for each of the /th cross-section units were combined. Furthermore,
other small but potentially clean data sets were also formed with the smallest number of
eigenvalues provisions. Then, the LS estimates for each of these sets were determined.
Based on the results of this LS estimation, we chose the LS estimate that minimized the
s-scale estimator. In this study, the robust scale estimate used was the median absolute
deviation (MAD) as in Perez et al. (2013). Next, all observations were deleted as in
Equation 22:

ITie]l = Cy - s [22]

for C; = 2 and S; is the Median Absolute Deviation (MAD) robust scale for the ith
cross-section unit. Iterations were performed for all remaining observations. For

T
example, y(r) = ((B(r))T, air), agr), e afl(vr)> is the estimator obtained by minimizing
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robust scale on the rth iteration. The iteration will end when Y(”l) = Y(T) and then
Y =y = BT, a;, a3, -, ay)7 is the initial robust estimator.

Based on the results of stage 1 analysis, we obtained a data set that may be clean because
we removed observations that could be outliers. Furthermore, in stage 2, we tested these
potential outliers using a robust t-test. Finally, we returned the observations not rejected
by this robust t-test to the sample data and used them to determine the final estimator. The
steps in stage 2 include determining the residuals from the initial robust estimator and
eliminating observations by using Equation 23:

|rit| >C2.Si ) i=1,2,--',N [23]

for C, = 3. Let n* be the total number of deleted observations. Then, the LS estimator for
the remaining n — n* observations is calculated and expressed as &;,i = 1,2,---, N and
B. Also, the standard error & using the residuals of these remaining observations and the
corresponding leverage h!, based on Equation 17 was calculated. The outlyingness test of
each n* observation used the following robust t-test statistics in Equation 24:

o —a —X.B
£y = Vit i itB [24]

& /1 + AL,
We eliminate every n observation with |t;;| > C3, where C3 = 3 (Perez et al., 2013).

Other Robust Estimators for Unbalanced Panel Data Regression Model

In this study, the median WG, WG-LTS, and WGM estimator were other analytical methods
used to determine robust estimators. Initially, we determined the centering of variables
(dependent and independent) on the median (med) as follows (Equation 25) (Bramati &
Croux, 2007):

Vi =Y — mg:d Yit and XK” = Xk, — m?d Xk [25]
N

for 1<i<N1<t<T;,n= ZTi and 1 <k <K, Xk, is the kth independent
i=1

variable, k = 1, 2, ..., K measured at the tth time-series unit in the ith cross-section unit.

We then obtained the median WG estimator by doing the median centering based on
Equation 25 first and determined the WG estimator using the variables Y}t and X k;, based
on Equation 12. Aquaro and Cizek (2013) have also used this robust method before.

WGM estimator is one of Bramati and Croux’s (2007) methods, and the WG-LTS
estimator is the initial estimator for the WGM estimator. This study applied the WGM
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method to determine a robust estimator for the unbalanced panel data regression model in
Equation 1. After doing median centering of variables, Bramati and Croux (2007) regressed
Y;; against Xx ;¢ using a robust regression method, namely the LTS method that minimizes
the sum of h, the smallest residual squared as in Equation 26:

h

7 = i ~. —_ ~’. 2

Furs = argmin ) [( ~X,8)°] 26]
j=1

forn = YN, T;, h = 3/4 NT is the truncation value. For the estimator f with median

centering, we got Equation 27 (Bramati & Croux, 2007):
@;(B) = med(Ve —X;eB). i =1,2,..,N [27]

The WGM estimator extends the LTS within-group estimator to improve statistical
efficiency while maintaining robustness. To determine the WGM estimator, we formed a
diagonal matrix of W, of size n X n to reduce observations’ weight with a large residual
value from a robust initial LTS fit regression model. The loss function used Tukey’s biweight
function so that the diagonal element W, became Equation 28 (Bramati & Croux, 2007):

0 if Jie =>c
w) ’ Orrs| —
Wy)ie = 2
rH ( Tit )2 . Tit [28]
1—|— Jif |—| <c
CorTs OrTS

where 1y, = Vi — X';;B1rs is the residual of the WG-LTS model, Gyrs is the robust

h
1

R o~ oy N2 .
scale estimate of residual, O;75 = CEZ [(YJ — X'j B) ] ~, and ¢ = 4.685 according to
. jm
J=1

Wagenvoort and Waldmann (2002). Furthermore, we formed a W, matrix of size n X n.

The diagonal elements of the W, matrix are presented in Equation 29 (Bramati & Croux,

2007):
/ 2
XK,0975 [29]

W)y = min \ 1
(W)t = min '~ RMD,,

where Xz%,o.975 is the upper 97.5% quantile of a Chi-Squared distribution with K degrees

of freedom. Robust distance RMD;; is a robust of Mahalanobis distance computed for
every X;; as in Equation 30:
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RMD;, =\/()?it—,1)'17-1()?it—ﬁ), i=1,2,--,N, t=1,2,--,T; [30]

where [l and ¥ are the robust location estimates and covariate estimates of the centered
independent variables, calculated by applying the S-multivariate location and scale
estimator, respectively.

Thus, we could determine WGM estimator for the one-way panel data regression
model with a fixed-effects approach as follows (Equation 31) (Bramati & Croux, 2007):

~ < o~ -
Bwom = (X'WW.X) "X'W,W,§ [31]

Research Data

The COVID-19 pandemic has hit the economy of the world, including Indonesia. Various
problems then occur because of the COVID-19 pandemic, such as business closures and
staff reduction, leading to an increase in the unemployment rate and a decrease in people’s
purchasing power. In the end, it also ultimately affects Indonesia’s economic growth, which
has decreased. The government is attempting to reduce the impact of COVID-19 on the
economy through the National Economic Recovery (NER) program. This program aims to
protect, maintain, and improve the economic capacity of business actors in running their
businesses during the COVID-19 pandemic.

The government’s economic restoration efforts are faced with challenges such as the
lack of people’s purchasing power and a reduction in employees in various businesses. Okun
(1962) described the relationship between economic growth (output) and unemployment
(input), also known as Okun’s Law. Okun’s law explains a negative relationship between
economic growth and unemployment: when unemployment increase, the economic growth
decrease, and vice versa.

This study investigated the effect of unemployment on economic growth using data on
the number of unemployed people and the Gross Regional Domestic Product (GRDP) at
constant prices (millions of rupiah), showing the economic growth. It used panel data with
a cross-section unit covering five provinces on Kalimantan Island, Indonesia, including
West Kalimantan, Central Kalimantan, South Kalimantan, East Kalimantan, and North
Kalimantan. In addition, the study used quarterly data from 2010 to 2021 as a time-series
unit from the Badan Pusat Statistik or Central Bureau of Statistics (BPS) website for each
region.

We used some research variables and cross-section units, as shown in Tables 1 and 2.
The complete time-series unit referred to quarterly data from 2010 to 2021. Because there
were incomplete quarterly data for each variable and unavailable data due to the formation
of a new province, causing a different number of time series for each cross-section unit,
the data in this study are unbalanced panel data.
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Table 3 summarizes data from the variable for each cross-section unit. The average
GRDP of East Kalimantan and West Kalimantan provinces were the two highest regions,
while the lowest was North Kalimantan, the youngest province on the Kalimantan Island.
The highest average unemployment data was in East Kalimantan province, followed by
West Kalimantan. However, the average unemployment rate in West and East Kalimantan
was not much different, though GRDP was significant. As shown in Table 3, we suspected
an outlier in variable X for the province of West Kalimantan and an outlier in variable Y
for the province of East Kalimantan. For this reason, we investigated outlier observations
through each cross-section unit’s boxplots of each research variable.

Figure 1 shows the boxplot of variables Y and X. Based on Figures 1(a) and 1(b), the
observations outside the boxplot indicate a presence of outlier observations. Figure 1(a)
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Kalbar Kalsel Kaltara Kalteng Kaltim
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Figure 1. (a) Boxplot of variable Y; (b) Boxplot of variable X
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shows two outliers on variable Y in the East Kalimantan Province, 94,384,716 in quarter
1 of 2010 and 95,583,067 in quarter 3 of 2010. Variable X in Figure 1(b) has outlier
observations in West Kalimantan Province, 151,562 in quarter 3 of 2020 and 154,000 in
quarter 1 of 2021. Also, North Kalimantan province has outlier observations of 11,228 in
quarter 1 of 2016.

Table 3 and Figure 1 indicate the presence of outlier observations, necessitating an
analytical method to produce their robust parameter estimates. The analysis for robust
parameter estimation against outliers is discussed in the next section.

RESULTS AND DISCUSSION

This section determined the robust estimation of the panel regression model for GRDP data
in Kalimantan, Indonesia, using the GPSC method. This method considers the structure of
grouped data to provide better estimation results for panel data consisting of cross-section
and time-series units. The results obtained were compared with WG, median WG, WG-
LTS, and WGM estimators based on the smallest MSE value. All analyses were conducted
using software R. Moreover, the WG estimator was determined using the PLM package,
while median WG, WG-LTS, and WGM were performed using R software following the
analysis steps described by Bramati and Croux (2007). Finally, the GPSC analysis was
conducted using R software based on the syntax given by Perez et al. (2013).

Based on Equation 1 to Equation 3, the one-way unbalanced panel data regression
model with a fixed-effects approach for GRDP of Kalimantan data is given as in Equation
32:

Yie = af + BXit + vit, i=12..5 [32]

where a; = a + ;. The i-index shows the ith cross-section unit according to Table 2. The
t-index is the index for the tth time-series unit, which shows quarterly data from 2010 to
2021. The data in this study possessed many different time-series units for each cross-section
unit. Variables Y and X are following Table 1. The estimation model of Equation 33 is:

Yie = & + BXit, ar=a+p, i=12..,5 [33]

Outliers in the GRDP and the unemployment data required a robust estimation model
in Equation 33 against outliers.

Table 1

Research variable
Variable Description Measure
Y Gross Regional Domestic Bruto (GRDB) at 2010 Constant Market Prices  Million Rupiahs
X Number of Unemployment People
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Table 2
Cross-section units
i-index Province Abbreviation

1 West Kalimantan Kalbar

2 Central Kalimantan Kalteng

3 South Kalimantan Kalsel

4 East Kalimantan Kaltim

5 North Kalimantan Kaltara
Table 3

Data summary of each research variable

Variable Province Min Q; Mean Q3 Max NA
Kalbar 2,0760,144 24,714,642 28,357,183 32,700,599 34,995,845 0
Kalteng 14,942,800 17,896,000 20,575,264 23,970,710 25,414,100

Y Kalsel 19,181,665 24,593,119 27,717,131 31,463,387 34,989,964
Kaltim 94,384,716 107,887,123 110,379,865 115,089,682 122,535,328
Kaltara 12,360,709 13,504,097 14,271,830 15,237,585 15,584,110 12

Kalbar 59,884 88,397 103,097 112,081 154,000 1
Kalteng 21,838 34,994 44,894 54,995 63,309 3
X Kalsel 69,537 79,227 90,845 99,816 117,209 0
Kaltim 110,574 125,024 141,546 163,517 174,807 0
Kaltara 11,228 16,079 16,735 17,290 20,867 10

Estimation Robust of Gross Regional Domestic Product of Kalimantan using
Groupwise Principal Sensitivity Components
This section introduces the use of the GPSC method on unbalanced panel data. The method
has been proposed to detect and determine robust estimates for linear regression models
with fixed group effects corresponding to panel data with several cross-section units.

The first stage of the GPSC method determines the sensitivity matrix for each ith cross-
section unit based on Equation 18 and the M ; matrix based on Equation 19. The M ; matrix
isT; X T; fori =1,2,--+,5, where T; is the number of time-series units in the ith cross-
section unit. Table 4 shows the number of T; for the ith cross-section unit. The application
of GPSC to unbalanced panel data began by eliminating incomplete observations, so the
number of observations used in this study was 99.

Tables 5 and 6 show the analysis results from stage 1 using the GPSC method. Table
5 shows the parameter estimation results in stage 1 with an estimated robust s-scale of
3.082 x 10°. Table 6 shows the observations suspected of being outliers at stage 1.
Based on Table 6, we could get six observations suspected of being outliers, namely the
first and second observations from the first cross-section unit (West Kalimantan), the 43
observation from the third cross-section unit (South Kalimantan), and the 66, 67%, and
68™ observations from the fourth cross-section unit (East Kalimantan).
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Table 4 Table 5
The number of time-series units of each cross-section — Parameter estimation of stage 1
unit

Parameter Parameter Estimation
1 i-index Number of tlmz-zserles units (T';) o 3392 x 107
) 2 o, 2.044 x 107
3 23 03 2.988 x 107
4 23 oy 1.172 x 108
5 1 as 1.460 x 107
Total (1) 99 B —19.741
MAD 3,081,709
Table 6
Outliers observation of stage 1
ith Observation Cross-section Unit Number of Outliers
1,2 1 2
43 3 1
66, 67, 68 4 3
Table 7
Outliers observation of stage 2
ith Observation Cross-section Unit it Decision
66 4 -3.749 Outlier
67 4 -3.471 Outlier

Furthermore, in stage 2 of the GPSC method, we tested the outlyingness of the
observations as in Table 6. Based on the initial robust estimator, we determined the robust
s-scale estimation of each ith cross-section unit and deleted the observations according to
Equation 23. Based on the analysis results for each cross-section unit, we found that the 66"
and 67" observations in the fourth cross-section unit were the potential outliers. Next, the
LS estimator for the remaining observations was determined, and an outlyingness test using
the robust test statistic based on Equation 24 was performed. Table 7 shows the results of
the robust t-test, and we can conclude that the 66" and 67" observations were the outliers.
The final step was to determine the final robust estimate in the second stage based on the
LS estimation from the remaining observations without the 66" and 67" observations. The
final robust estimate for GRDP data using the GPSC method is shown in Table 8.

The Comparison of Robust Estimates for Gross Regional Domestic Product of
Kalimantan

We compared the robust results obtained using GPSC with the WG estimation method and
several other robust methods for panel data regression, namely Median WG, WG-LTS,
and WGM estimators. The comparison was based on the MSE value, as shown in Table 8.
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Table 8
Comparison of robust estimates for GRDP in Kalimantan

Parameter Estimation

Parameter -

WG Median WG WG-LTS WGM GPSC
o, 3.156 x 107 3.157 x 107 2.462 x 107 2.856 x 107 2.889 x 107
0O 2.158 x 107 2.149 x 107 1.834 x 107 2.013 x 107 2.042 x 107
03 3.023 x 107 2.989 x 107 2.547 x 107 2.797 x 107 2.789 x 107
oy 1.143 x 107 1.140 x 10°® 1.049 x 108 1.096 x 108 1.121 x 108
Ois 1.474 x 107 1.488 x 107 1.386 x 107 1.444 x 107 1.430 x 107
B -27.701 -24.217 35.710 1.756 -1.899
MSE 2.530 x 103 2416 x 103 3342 x 10%3 2436 x 1013 2.038 x 103

In Table 8, the GPSC method gave Table9

the lowest MSE value, meaning the Intercept estimation of each cross-section unit of the

) GPSC model
GPSC method was the best estimate of
. , Provi Intercept Estimati
Kalimantan’s GRDP data. These results \;Oinllcel' ; = er;z; 5 ;rgi o0
€S alimantan . X
were expected because the GPSC method .

] Central Kalimantan 2,042 x 107
considers a data structure that matches the (' . 2789 x 107
panel data structure. To generate a robust . walimantan L121 x 10°
estimate for outlyingness test statistics,  North Kalimantan 1.430 x 107

eliminating observations suspected of
being outliers consists of several stages. First, this method ensures that the deletion does
not exceed 50% of the observations in each cross-section unit, thereby preventing the
elimination of the observations in a single cross-section unit and providing an appropriate
estimation result for each cross-section unit.

Based on Equation 33 and Table 8, the estimation model of the GPSC method is written
as Equation 34:

GRDP;; = @; — 1.899UE;; [34]

GRDPj; is the Gross Regional Domestic Product of Kalimantan for the tth time-
series unit in the ith cross-section unit, UE;; is the number of unemployed for the tth
time-series unit in the ith cross-section unit. The value of &; in Table 9 represents the
estimated intercept for each ith cross-section unit. The cross-section units can be seen in
Table 2 and the time-series units for the quarterly period.

The model in Equation 34 means that every additional unemployed person will reduce
Kalimantan’s GRDP by Rp. 1,890,000.00. This model shows a negative relationship between
unemployment and GRDP, appropriate with Okun’s Law. Therefore, the government should
create more job opportunities to fulfill their lives. Income increases people’s purchasing
power and the economic growth of Kalimantan in particular and Indonesia in general.
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Perez et al. (2013) also concluded that the GPSC method is better if the group means
differ significantly. This conclusion is consistent with Kalimantan’s GRDP data, where East
Kalimantan had a much higher average GRDP and unemployment rate than other regions.
Thus, the GPSC method is suitable for determining robust estimates for Kalimantan GRDP
data. Perez et al. (2013) compared the RDL1, M-S, and GPSC methods. The GPSC and
MS methods by Moronna and Yohai (2000) gave almost similar estimation results to other
methods, indicating their credibility. The comparison results in Table 8 showed that the
estimated intercept parameters were not much different for the WGM and GPSC methods,
but the slope differed in sign. The slope sign for the WGM estimation results did not follow
Okun’s Law, and the MSE value was still higher.

CONCLUSION

This study applies the GPSC method in detecting outliers and determining robust estimates
for unbalanced panel data regression models. We intend to emphasize that GPSC can be
applied to panel data regression models, especially unbalanced panel data, because this
method considers grouped data structures. So that this method is suitable for an unbalanced
panel data structure consisting of several cross-section units with a different number of
time-series units. We use unbalanced panel data from data on unemployment and the GRDP
at constant prices in Kalimantan, Indonesia. We compare the robust estimation results using
GPSC with the WG, Median WG, WG-LTS, and WGM estimation methods. Based on the
analysis results, we conclude that the GPSC estimation method provides the best robust
estimation results for data of GRDP in Kalimantan.

Based on the results and discussion, we suggest developing a method that considers
the panel data structure in detecting outliers and determining robust estimation for the
panel data regression model, particularly for the unbalanced data panel. Therefore, we
can consider implementing and developing the GPSC method because this method is very
suitable for an unbalanced panel data structure consisting of several cross-section units
with different time-series units.
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ABSTRACT

The simulation configuration and process analysis of the Subcritical Organic Rankine
Cycle (SORC) system are carried out for the potential comparison between pure, binary,
and ternary zeotropic mixtures of R1234ze(E), R1234yf, and R134a as refrigerant working
fluids based on applying the flue gas as a heat source with medium temperature. The
compression pressure was selected as an optimized variable input parameter of SORC
with the lower limit of boundary condition (1.4 MPa); to mitigate air ingress and sub-
atmospheric pressure that led to approach optimum net power output generated. Increasing
the compression pressure has a positive relationship with the superheated temperature and
the mass enthalpy change in the evaporation and, therefore, in the expansion process. In
parallel, the enthalpy and entropy changes in the flue gas and cold water positively correlate

with exergy efficiency. So, R1234ze(E)/

R1234yt/R134a with 68.35% and R1234yf/

R134a with 69.29% as the lowest and
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highest exergy efficiency in the highest
compression pressure; furthermore, the SIC
consequences of increasing the cost of each
component of the SORC system that has
a direct relationship with the PPC and the
required exchanger area of evaporation and
condensation process and generating a net
power output of the turbine. As a result, the
maximum to the minimum value of specific
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investment cost (SIC) achieves R134a with 5807402.18-22455670.61 $. kW and R1234yf
with 16.82-17.38% reduction, respectively. To sum up, the lowest payback period (PBP)
was R1234yf with 302 days.

Keywords: Exergy efficiency, flue gas, Organic Rankine Cycle (ORC), payback period (PBP), specific
investment cost (SIC)

INTRODUCTION

Power and the environment are the two major concerns of this era. The aggravated usage
of non-renewable energy sources, especially fossil fuels, has a destructive effect on the
environment. It can create climate change and air pollution, cause acid rain, ozone depletion,
carbon footprint, greenhouse gases emission effect, and global warming (F. Wang et al.,
2021; Z. Wang et al., 2021; Lu et al., 2021; K. Sun et al., 2021; Q. Sun et al., 2021; Ping et
al., 2021). However, applying low to medium temperature of waste heat source temperature
(<350 C) reveals that more than 50% of industrial waste heat by driving several waste
heat recovery applications can reduce these harmful environmental obstacles and, on the
other hand, able to convert these waste heat source into power (Alvi et al., 2021a; Yu et
al., 2021; Zhang et al., 2020; Ahmadi et al., 2020; Li et al., 2017; Li et al., 2018; Vélez et
al., 2012; Peris et al., 2015; Imran et al., 2018).

Nowadays, the Organic Rankine Cycle (ORC) applications among the various waste
heat recovery applications as a most promising and prospective technology are selected
to convert low to medium temperature of heat sources, including geothermal energy,
biomass energy, solar thermal energy, and industrial waste heat especially flue gas into
power (Schilling et al., 2021; Kavathia et al., 2021; Loni et al., 2021; Alvi et al., 2021b;
Eyerer et al., 2020; Vaupel et al., 2021; Hamid et al., 2021).

In general, some scholars attempt to investigate and utilize the new, green, and
environmentally friendly refrigerant organic working fluids in ORC based on the very low
GWP (GWP<1), ODP with zero amount, and more suitable safety grading, low boiling
point, and low atmospheric lifetime. Roumpedakis et al. (2020) studied the small-scale
ORC system by using a solar as a low-temperature heat source and analysis and fulfillment
by applying different typical organic refrigerant working fluids such as R134a, R245fa,
R152a, R237ea, R236ea beside a new and environmentally friendly refrigerant working
fluid like R1234ze(E) and investigating on the exergy efficiency, thermal efficiency, and
thermo-economic parameters. In conclusion, apart from R245fa with the highest exergy
and thermal efficiency, the short payback period belonged to a new and environmentally
friendly working fluid, R1234ze(E). Molés et al. (2017) considered the performance of
an ORC system driven by R1234yf and R1234ze as two working fluids with low GWP
and alternative to an old working fluid, R134a, based on a varied range of evaporating
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temperatures and condensing temperatures. The results depict that R1234yf would consume
higher pump power as a power input compared with R134a by 18.3% to 25.8%.

Furthermore, in various evaporating and condensing temperatures, R1234ze has the
highest trend of net cycle efficiency among R1234yfand R134a. Ata et al. (2020) optimized
and analyzed an ORC system driven by R1234ze as a new-generation fluid using a heat
source with 120°C. The current study performed six performances: thermal efficiency,
turbine power, exergy efficiency, total irreversibility, Volume Flow Ratio (VFR), and
Environmental Effect Factor (EEF) using the orthogonal design with Taguchi-ANOVA. The
main control factors were ATpp - ATpp-T. ;- T~ N- 0, selected for the statistical analysis.
EES’s numerical analysis showed that the implemented sensitivity level ranking maximizes
thermal efficiency as isentropic efficiency of the turbine, 1, (33.64%). Nevertheless, the scale
of sensitivity levels to optimize turbine performance was analyzed as the inlet temperature
of cooling water as a heat sink, T.; (65.21%). Li et al. (2017) focused on the new-kind
environmentally friendly, green, and safe organic refrigerant working fluid, R1234ze(E),
as a considerable potential to be applied in subcritical and transcritical ORC applications
used by the hot water as a heat source with 100-200 °C inlet temperature and no restriction
of outlet temperature limit. Therefore, two of the optimized parameters in the expansion
process were the inlet pressure and temperature of the turbine. In a nutshell, in this study,
the highest system net power output of R1234ze(E) in comparison with R600a and also
R245fa at 100-167 °C heat sources with no restriction of outlet temperature was maximum
with 31.4% and 25.8% larger than that of R245fa and R600a, respectively.

In addition to paying attention to the new and environmentally friendly refrigerant
organic working fluids in ORC, the main working conditions, especially subcritical besides
transcritical, are carried out by particular groups of researchers, which are in parallel with
the current study. Zhang et al. (2018) selected a subcritical as a working condition of air-
cooled ORC using the 150 °C as a low-temperature geothermal brine. This research focused
on applying R245fa as the typical working fluid. Also, R1234ze(E) and R1234ze(Z) were
two low ODP and GWP working fluids to reach the maximum exergy efficiency main
achievement of the system. These scholars exposed that, for 100 kg/s geothermal sources,
the highest and maximum exergy efficiency of the system besides the highest total efficiency
of the system between these typical and low GWP and zero ODP organic refrigerant working
fluids belonged to an environmentally friendly and new working fluid, R1234ze(E) in
the chemical process industry (CPI). Another research in the case of subcritical working
conditions is Yang et al. (2015). They considered the choice of the most suitable working
fluid for an ORC in terms of subcritical working conditions and made a comparison between
several typical and new environmentally friendly working fluids, including R600, R600a,
R601a, R245fa beside R1234ze and R1234yf and also utilizing a heat source such as the
diesel engine with 200-370 °C as an exhaust waste heat recovery application. They achieved
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that after analyzing and investigating all of the working fluids that drive this subcritical
ORC (SORC), R1234ze(E) was chosen as a significant thermodynamic performance.
Chagnon-Lessard et al. (2020) performed different numerical tools of a geothermal ORC,
which was driven by 20 other potential typical and new environmental friendly working
fluids; and (ORC/S/SC) as the subcritical ORC using the single-pressure heater, (ORC/S/
TC) as the transcritical ORC using the single-pressure heater, (ORC/D/SC) as the subcritical
ORC using the dual-pressure heater. Last but not least was (ORC/D/TC) as the transcritical
ORC using the dual-pressure heater. Furthermore, the specific work output was chosen as
an objective function of this SORC system, and some variables, such as work pressures,
the brine, the working fluid mass flow ratios, effectiveness of superheaters, and the range
of the cooling tower, were chosen in this study. Their main achievement was among the 20
working fluids of this research, R1234yf, R115, R125, R218, R227¢ea, R134a, R22, R124,
R32, RC318, R134a, R12, RE245¢cb2, and R152a selected as the highest specific work.
In addition, Hu et al. (2020) evaluated an ORC that utilized R1234ze(E), R1234ze(Z),
R1234yf, R134a, R1243zf, R600a, R245fa, R1234yd(Z), R1233zd(E), and R1336mzz(Z)
as typical, famous, and low GWP organic refrigerant working fluids as well. This study
conducted a numerical target preference and multi-criteria decision-making (MCDM)
method. Overall, they found the R1234ze(E) was optimal and had the most considerable
power output of 50.8 kW, which was 14% higher than R245fa. Zhai et al. (2016) analyzed
the 30 different working fluids, including a new environmentally friendly it, R1234yf, by
applying subcritical ORC for open-type heat sources with temperatures from 150 to 350 °C,
water to air, respectively as heat sources. Their achievement illustrated that Cyclohexane
had the highest exergy efficiency, and RC318 had the lowest. Manente et al. (2017), in
terms of using subcritical working conditions besides the comparison between dual pressure
and the single pressure layout in the ORC systems that utilized a heat source, geothermal
100-200 °C performed a simulation by EES (Engineering Equation Solver) on some new,
low GWP and ODP environmental friendly and also new working fluids like; R1234yf,
R1234ze(E), and R1234ze(Z) in parallel with some old, famous, and typical working fluids
such as; R134a, iC4, R245fa, iC5, and cC5. Their achievements revealed that R1234ze(E)
and R1234yf had the highest and optimum net power output, total cycle efficiency, and
thermal efficiency compared with the other working fluids.

Many scholars try to consider, evaluate, and compare pure and zeotropic mixtures
of working fluids that drive ORC and pay attention to the thermodynamic analysis. For
instance, Zhai et al. (2018) paid attention to zeotropic mixtures and pure working fluids of
various types of old and new environmental working fluids in ORC and focus analyzed the
performance parameters. Based on this study, applied in subcritical working conditions,
the highest optimum cycle exergy efficiency belonged to 0.3R1234ze(E)/0.7R245fa with
44.45% in a subcritical ORC using a 210 °C heat source. Regarding thermo-economic
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parameters, R236ea, R227ea, R245fa, and 0.2R227¢a/0.8R245fa had the lowest cost
value of the application, and R1234ze(E) had the highest cost value of the present ORC
application. Kang et al. (2015) analyzed ten groups of old and low GWP working fluids,
including HCs, HFCs, and HFOs. Furthermore, by applying Matlab and Refprop as
numerical simulation software, they investigated the performances of an ORC in terms
of geothermal heat source (120 °C). In conclusion, the impact of different evaporation
temperatures on net power output, exergy efficiency, and thermal efficiency depicted the
R1234yt/R601a (0.7/0.3) had the maximum optimum value compared with other zeotropic
mixtures of working fluids. Zheng et al. (2018) performed a solar ORC integrated with
vapor compression cycle (VCC) driving by R290, R161, R152a, R134a, R600a, R227¢a,
R1234yf, and R1234ze as pure working fluids and R290/R600a, R152a/R600a, R161/
R600a, R227ea/R600a, and R1234yf/R600a as binary zeotropic mixtures of working fluid
to improve the overall system performance. In a nutshell, among their working fluids, R161/
R600a (0.25/0.75) revealed the highest optimum system efficiency with 0.3089. Moreover,
in comparison, with pure working fluids R161 and R600a, the total efficiency of their binary
zeotropic mixture showed a 54.7% and 39.6% increase, respectively.

Most present scholars pay attention to modeling and performing the organic Rankine
cycle base on complex and particular initial working conditions by applying the pure and
finally the fixed binary zeotropic mixtures of working fluids with small scale power generate
and low exergy efficiency in parallel to the high investment cost and payback period. In
contrast, this study uses the subcritical organic Rankine cycle in a simple structure and
driven by pure, fixed binary zeotropic mixtures and a fixed ternary zeotropic mixture of
two green and environmental friendly refrigerant working fluids beside an old but famous
working fluid, efforts to generate optimum and large-scale power that suitable for CPI
(>1MW) by utilizing the flue gas as a heat source with medium temperature, open kind,
and no restriction of the outlet temperature to increase the exergy efficiency and reduce
the investment cost and payback period in optimum values.

In current scholar, designing, modeling, simulating, analyzing, and investigating the
Subcritical Organic Rankine Cycle (SORC) under steady-state conditions and simple
structure also driven by pure, fixed binary zeotropic mixtures and a fixed ternary zeotropic
mixture of two environmentally friendly and new working fluids like R1234ze(E) and
R1234yf and an old and famous organic refrigerant working fluid like R134a, based
on applying the flue gas as a heat source with medium temperature, open kind, and no
restriction of the outlet temperature of heat source in the evaporation process, also the
flue gas is released from industrial boilers, and then try to improve the exergy and total
efficiency parameters and parallel with SIC, PPC, and PBP as thermo-economic parameters
cause to generating optimum net power output.
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MATERIALS AND METHODS

The System of ORC and its Thermodynamic Process

Figure 1 shows that the Subcritical Organic Rankine Cycle (SORC) applies R1234ze(E),
R1234yf, and R134a as pure working fluids, R1234ze(E)/R1234yf (0.5/0.5), R1234ze(E)/
R134a(0.5/0.5), and R1234yf/R134a (0.5/0.5) as fixed binary zeotropic mixtures of working
fluids, the R1234ze(E)/R1234y1t/R134a (0.4/0.3/0.3) as a fixed ternary zeotropic mixture of
working fluid and the current SORC system is including; a pump, an evaporator, a vapor

generator, a turbine, and a condenser. Figures
1 and 2 depict the schematic diagram of the
current SORC system and, in parallel, the
T-S diagram of the SORC thermodynamic
process. Furthermore, in Figures 1 and 2,
the thermodynamic state points are shown
the thermodynamic process of the present
SORC system.

Figures 1 and 2 belong to the SORC
system; first, under a subcritical state,
the working fluid in the saturated liquid
state by using a feed pump is pressurized
to subcooled liquid (1-2 process) as a
compression process. Then the working fluid
in a high-pressure by using an evaporation
process, including an evaporator and a vapor
generator, absorbs heat by applying a heat

T éy

—_—> ATE,min

Inflection
point

~
- ATC,min

Cooling water

S

Figure 2. SORC thermodynamic process by applying
flue gas as a heat source, cooling water as a heat sink,
and using the Pure, Binary Zeotropic, and Ternary
Zeotropic Mixtures of R1234ze(E), R1234yf, and
R134a as Working Fluids

PURMP

Figure 1. Schematic of the considered SORC system driven by pure, binary zeotropic, and ternary zeotropic
mixtures of R1234ze(E), R1234yf, and R134a as Working Fluids
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source, flue gas, and converts into saturated and then superheated vapor (2—3 process:
preheating, 3—4 process: evaporation, 4—6 process: superheating). The vapor expands in
the turbine and generates optimum power (6—7 process) as an expansion process. Finally,
the working fluid discharges in a condenser and cools into saturated liquid (7-1 process)
as a condensation process by contributing a heat sink and cooling water to complete this
thermodynamic cycle.

Thermophysical Properties of Working Fluids

Table 1 presents the thermophysical properties of R1234ze(E), R1234yf, and R134a (Yang
et al., 2020; Wang et al., 2020; Tian et al., 2020; Braimakis et al., 2020; Liu et al., 2020;
Ata et al., 2020).

Table 1

Thermophysical properties of R1234ze(E), R1234yf, and R134a
Working Fluid R1234ze(E) R1234yf R134a
Chemical Name trans-1,3,3,3- 2,3,3,3- 1,1,1,2-

tetrafluoroprop-1-ene  tetrafluoroprop-1-ene tetrafluoroethane

Molecular Formula CHF=CHCF3 (trans) CF3CF=CH2 CF3CH2F
Normal Boiling Point at 101.3 kPa/ °C -18.97 -29.48 -26.07
Critical Pressure/ MPa 3.635 3.382 4.059
Critical Temperature/ C 109.36 94.70 101.06
Molecular Weight/ g/mol 114.04 114.04 102.03
Appearance Colorless Colorless Colorless
GWP <1 <1 1300
ODP 0 0 0
Lifetime in the Atmosphere/days ~4900 10.5 16.4
Safety Classification A2L A2L Al

R1234ze(E) and R1234yf are isentropic, but the type of R134a is wet. Besides, in the
inflection point (S;,), the entropy reaches the maximum value of the two-phase zone on
the saturation vapor curve. Likewise, the saturation vapor curve slope is negative above
this inflection point and (98/41)sat< 0, so the working fluid presents a wet property. On
the other hand, the saturation vapor curve slope is positive below this inflection point and
(98/41)sat > 0; therefore, the working fluid shows a dry-type property.

Model Boundary Condition of SORC system

Tables 2, 3, and 4 show a list of the boundary conditions and the constraints of the present
SORC system. The flue gas is a heat source with medium temperature, open kind, and no
restriction of the outlet temperature of heat source chosen in the evaporation process; also,
this kind of flue gas is released from industrial boilers. The inlet temperature of flue gas as
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the medium temperature fixed at 220 °C and 0.1013 MPa; moreover, the heat source outlet
temperature can decrease to ambient temperature or T,+AT, ,;, without restriction. On the
other hand, the superheated temperature was set to 5 °C increases to avoid the expansion
process not passing through the two-phase region and based on the flash tolerance of each

Table 2

SORC system boundary conditions and constraints of pure working fluids
Parameter Symbol R1234ze(E) R1234yf R134a
Working Fluid mass flow rate/kg.s™! Myt 277.778 277.778 277.778
flue gas mass flow rate/kg.s™ Mys 555.556 555.556 555.556
Cooling water mass flow rate/kg.s™! Ihcs 555.556 555.556 555.556
Mole Fractions - 1 1 1
flue gas pressure/kPa Pys 101.325 101.325 101.325
flue gas inlet temperature/°C Tusin 220 220 220
Condenser minimal temperature difference/°C AT ondmin 15.098 4.329 5.735
Evaporator minimal temperature difference/°C ATvap min 73.038 85.23 83.469
Cooling water pressure/kPa Pes 101.325 101.325 101.325
Cooling water inlet temperature/°C Tesin 10 10 10
Environment pressure/kPa Py 101.325 101.325 101.325
Environment temperature/°C T, 20 20 20
Feed pump efficiency/% My 85 85 85
Feed pump pressure head/m H 105.236 108.335 98.621
Turbine efficiency/% ut 72 72 72

Table 3

SORC System boundary conditions and constraints of binary zeotropic working fluids

Parameter symbol  R12347€(E)) R1234ze(E)  R1234yf

R1234yf R134a R134a
Working Fluid mass flow rate/kg.s™ My ¢ 277.778 277.778 277.778
flue gas mass flow rate/kg.s’! Mmys 555.556 555.556 555.556
Cooling water mass flow rate/kg.s™! Mg 555.556 555.556 555.556
Mole Fractions - 0.5/0.5 0.5/0.5 0.5/0.5
flue gas pressure/kPa Pus 101.325 101.325 101.325
flue gas inlet temperature/°C Thsin 220 220 220
Condenser minimal temperature difference/°C AT.ondmin 8.538 7.325 4,982
Evaporator minimal temperature difference/°C ATevapmin 79.844 81.433 84.516
Cooling water pressure/kPa Pes 101.325 101.325 101.325
Cooling water inlet temperature/°C Tesin 10 10 10
Environment pressure/kPa P, 101.325 101.325 101.325
Environment temperature/°C T, 20 20 20
Feed pump efficiency/% Mo 85 85 85
Feed pump pressure head/m H 106.697 102.126 103.675
Turbine efficiency/% N 72 72 72

2340 Pertanika J. Sci. & Technol. 30 (4): 2333 - 2362 (2022)



Evaluation of SORC by Pure and Zeotropic Working Fluids

Table 4

SORC system boundary conditions and constraints of ternary zeotropic working fluids
Parameter Symbol R1234z¢(E)/R1234yf/R134a
Working Fluid mass flow rate/kg.s™! My, ¢ 277.778
flue gas mass flow rate/kg.s™ myg 555.556
Cooling water mass flow rate/kg.s™! Mes 555.556
Mole Fractions - 0.4/0.3/0.3
flue gas pressure/kPa Pus 101.325
flue gas inlet temperature/°C Thsin 220
Condenser minimal temperature difference/°C ATeond min 7.0725
Evaporator minimal temperature difference/°C ATevapmin 81.805
Cooling water pressure/kPa Pes 101.325
Cooling water inlet temperature/°C Tesin 10
Environment pressure/kPa P, 101.325
Environment temperature/°C T, 20
Feed pump efficiency/% Mo 85
Feed pump pressure head/m H 104.33
Turbine efficiency/% N 72

working fluid in the evaporator. Likewise, each working fluid’s mass flow rate is set to
277.778 kg.s!, and the mass flow rate of flue gas and cooling water is set to 555.556 kg.s’!
as the main effective parameters in parallel expansion enthalpy change on the optimum
power generating. There are some constraints of this study as well.

The lower and upper limits of P, (compression pressure) based on subcritical working
conditions investigate because these limit values are accessible, efficient, relatively
safe, and economical to achieve. Furthermore, to prevent the influence of the significant
thermophysical property variations close to the critical zone of each working fluid. The
optimized variable input parameter is compression pressure. Also, it defines as a turbine
inlet pressure. In the cycle, the pump’s inlet pressure lower limit increase sets into the 0.4
MPa (reach into the 1.4 MPa as a minimum boundary condition of compression pressure)
to mitigate air ingress and prevent sub-atmospheric pressure leading to approach optimum
net power output generated (>1MW). Moreover, the upper limit of compression pressure
increase is set to 1.2 MPa (reach into the 2.2 MPa as a maximum boundary condition of
compression pressure) to prevent the flash calculation failed, and temperature cross detected
in the T-Q diagram of the evaporator.

Assumptions

The following general assumptions are made to simplify the current SORC system analysis:
*  Simplifying the complexity of the model.
» Steady-state operating of the SORC system.
*  Neglecting heat and pressure loss in heat exchangers and pipes.
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»  Friction pressure drop is neglected in pipelines and heat exchangers.

*  Neglecting the influence of gravitational potential energy and fluid kinetic.

*  The heat exchangers arrangement in a countercurrent flow type.

*  Supplying the constant temperatures for the evaporation system’s heat source and
the condenser’s heat sink.

The SORC System Theoretical Equations
The Thermodynamic Equations. The net power output generated by the SORC system
is as in Equation 1:

WnetZWT'WP [ 1]

Where W, is the turbine power generated, Wp is the pump power consumed.
The heat absorption capacity of the SORC system is as in Equation 2:

QSQRC:IhHS (hHS,in'hHS,out) (2]

Where My is the flue gas mass flow rate, also hys in and hyg o are the flue gas inlet and
outlet enthalpies, respectively.
The SORC total efficiency is as in Equation 3:

Wnet

Nsorc™ Qsorc

The T,=20 °C and P;=101.325 kPa are chosen as the environment state reference. The

(3]

exergy released in the evaporator and vapor generator system by the heat source is as in
Equation 4:

AEys=thys(hys in-his ou=To(Sts,in-SHs,out) [4]

Where Sy i, and Sys o are the inlet and outlet of the heat source entropies, respectively.
The exergy absorbed in the evaporator and vapor generator system by the working fluid
is as in Equation 5:

AE ¢ aps=tys(h6-hy-To (S6-S,)) [5]

Where Myt is the working fluid mass flow rate, likewise hg and h, are the vapor generator
outlet enthalpy and the evaporator inlet enthalpy, respectively. Moreover, S and S, are the
vapor generator outlet entropy and the evaporator inlet entropy, respectively.

Hence, the evaporator and vapor generator exergy destruction rates (the exergy loss or the
unused exergy) of application are as in Equation 6:

Ig v=AEps-AEyt abs=To (s (S6-S2) s (Sis.in-Shs.out ) (6]
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The turbine exergy destruction rate is as in Equation 7:
Ip=Tormy(S7-S75) [7]

Where S; and S+, are the turbine outlet and isentropic state entropies, respectively.
The pump exergy destruction rate is as in Equation 8:

Ip=Tomy(S;-Sys) (8]

Where S, and S, are the pump outlet and isentropic state entropies, respectively.
Similar to the evaporator and vapor generator system heat transfer process, the condenser
exergy release is as in Equation 9:

AE o=ty ¢(h7-hy-To(S7-S1)) [9]

Where h; and h; are the condenser outlet and inlet enthalpies, respectively. Moreover, S;
and S5 are the condenser outlet and inlet entropies, respectively.
Also, the exergy absorbed from the condenser by the heat sink is as in Equation 10:

AEcs=thes(hes ou-hes in-To(Sces.ou-Scsiin) [10]

Where Mg is the cold stream as a heat sink mass flow, moreover hcg oy also heg i, are the
cold stream outlet and inlet enthalpies, respectively. Furthermore, Scs ou and Scs i, are the
cold stream outlet and inlet entropies, respectively.

So, the condenser exergy destruction rate is as in Equation 11:

Ic=AE 1 rei-AEcs=To(thes (Scs.ou-Scs.in )t (S7-S1)) [11]

The exergy balance of the SORC system is declared by Equation 12:
AEHS+AECS:Wt_WP+ Z Ii [12]

In each process of the present SORC system, the exergy destruction rate coefficient
is as in Equation 13:
__ &
S ABps-AEcs [13]

To sum up, the exergy destruction rate coefficient of the SORC system rate is given
by Equation 14:

=1 [14]

_ Z _ IE,V+IT+IP+IC . Wt'Wp Wnet
SsORC i AEug-AEcs  ABps-AEcg  AEpg-AEcs
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All in all, the total exergy efficiency is as in Equation 15:

net
_ Wnet Z
Nex™ ABjs-ABcs & [15]

The Thermo-Economic Equations of the SORC System

Evaluation of the thermo-economic parameters as a substitute for the efficiency of the
SORC system consists of specific investment cost (SIC), power production cost (PPC),
and payback period (PBP).

The cost of all components of the current SORC system is calculated using Equation 16:

Co8t5001=ComE TComvTComc TComtComp [16]

Where C,,, is the cost of SORC components and Cost,g, is the cost of all components in
2001 presented by the chemical engineering plant cost index (CEPCI) (Turton et al., 2012).
Furthermore, converting the cost of all components from 2001 to 2021 can be achieved
by using Equation 17:
COStZOOl CEPCIZOZI

Cost = 17
0st21 CEPClygg; [17]

Which CEPCl,40;=397, CEPCl,(,1=624.0269 (Turton et al., 2012; Mignard, 2014).
Hence, the cost of SORC components is given by Equations 18-29:
For evaporator:

log Cyp =K K, log (Ag) +K;5[ log (Ap)]® [18]
Come=CpeFbmE [19]
For vapor generator:

log Cyy =K +K; log (Ay) +K;[ log (Ay)T’ [20]
Comv=CpvFomv [21]

For condenser:

log Cpe =K +K; log (Ac) +Ks[ log (A0)])? [22]
Comc=CpcFpmc [23]
For pump:

log Cpp =K +K; log (Wp) +Ks[ log (Wp)]* [24]
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log Fpp =C1+C; log (Wp) +C;[ log (Wp)I® [25]
Fomp=B1+ByFyFpp [26]
Comp=CppFomp [27]

For turbine:
log Cyr =K +K, log (Wr) +K;3[ log (W)]? [28]
Cme:CpTFme [29]

Where the K, K,, K3, C;, C,, C3, By, By, Fyiy , Fyp are the cost price correction factors
of evaporator “E”, vapor generator “V”, condenser “C”, pump “P”, and turbine “T”, as
displayed in Table 5.

Table 5
Correlation coefficient of SORC components cost (Turton et al., 2012)
K, K, K C G, G B, B, Fu Fom

Evaporator, Vapor  4.6420  0.3698  0.0025 / / / / / / 2.9
Generator, and
Condenser
Pump 3.3892  0.0536  0.1538 0 0 0 1.89 1.35 1.5 /
Turbine 2.7051 1.4398 0.1776 / / / / / / 3.5

Besides, the cost of labor is calculated using Equation 30:
COStLab0r=0.3COSt2021 [30]

In a nutshell, one of the foremost performance parameters which equivalent to the
profitability of the SORC system is the specific investment cost (SIC) that, based on
neglecting the maintenance and insurance annual cost, is calculated using Equation 31:

Costy(p1+COStLapor

SIC= 31
Wnet [ ]

Likewise, the heat source of the SORC system, flue gas, is assumed to be cost-free.

The capital recovery factor (CRF) is a prerequisite factor of power production cost
(PPC) and as a converter parameter to convert a current value into an annual cost base on
a specified time and discount rate is calculated using Equation 32:

i(1+)ET

CRE=

[32]
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Where i is the annual interest rate and assumed to be 5%, LT is the system lifetime and
assumed to be 15 years.

The cost of the SORC system to generate the net power output is power production
cost (PPC) and achieved by using Equation 33:

[CRFCost,gy; +iCostygy;]

PPC= [33]
(Wnettop)

Where t,, is the system operation time and assumed to be 7500 h annually (Nafey &
Sharaf, 2010).
The payback period (PBP) is the period that is needed to recover the total investment

cost of the SORC system and is calculated using Equation 34:

In| (W,:C.)/(iCostypr1-W;eiCe
PBP= n[( Ce)/( 0% 2021 Co)l [34]
In(1+1)

Where C, is the power price in 2021 in the U.S. and assumed to be 0.0696 $/kWh (https://
www.eia.gov/outlooks/steo/report/electricity.php).

RESULT AND DISCUSSION
Simulation Software Validation

The validity confirmation of SORC system components, R1234ze(E), R1234yf, and R134a
as working fluids, heat source (flue gas), heat sink (cold water) in the AspenPlus (v10)
simulation software has been valid extensively. Most current results in this study have
been validated and tested using established data and compared with several results in a
similar condition from published works of literature as having been done, accepted, and
published in the past. The current results from the AspenPlus (v10) are consistent, with
no significant deviation arising for all trials.

The AspenPlus (v10) software’s library source comprehensively uses several equations
of state as a calculation method to evaluate and estimate the number of thermodynamic
parameters in the SORC system. Hence, based on the current SORC system condition
for more accuracy, the REFPROP selects as an equation of state in this simulation. In
the present study, the significant number of results before this is done and published by
other scholars with similar conditions compared and verified by the current results of this
study. The proposed SORC system is a novel configuration and has not been studied and
considered in previous literature. So, to verify and validate the current study conducted
in the same condition in Li et al. (2017). As shown in Table 6, the total efficiency and net
power output of R1234z¢(E) in the present SORC system investigate by comparison with
Liet al. (2017), with the maximum derivation from the date in reference is 10.00% for the
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total efficiency of the SORC system. Since each section’s derivation of this SORC system

is reasonably negligible, the simulation model and the results were accurate enough for

further investigations.

Table 6

Verification and validation of the simulation results of the present work with Li et al. (2017)

PT (MPa) TT (OC) T]Prcscnl (%) chf, (%) % Wnc(,Prcscnl (kW)

Wncl,RCf. (kW) %

1.58 109.144 0.064 0.071 9.86 44.12
1.38 103.285 0.057 0.062 8.06 38.47
1.18 96.748 0.048 0.051 5.88 31.77
0.98 89.318 0.036 0.040 10.00 23.64

44.80 1.52
39.00 1.36
33.00 3.73
24.80 4.68

Performance Analysis of Subcritical Organic Rankine Cycle (SORC)

Figure 3 illustrates the effect of different compression pressure (1.4—2.2 MPa) on the net
power output of R1234ze(E), R1234yf, and R134a as pure working fluids, R1234ze(E)/
R1234yt (0.5/0.5), R1234ze(E)/R134a (0.5/0.5), and R1234yf/R134a (0.5/0.5) as fixed
binary zeotropic mixtures of working fluids, and the R1234ze(E)/R1234yf/R134a

(0.4/0.3/0.3) as a fixed ternary zeotropic mixture of working fluid

. As aresult, the highest
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Figure 3. The net power output generated by SORC system at different compression pressures of R1234z¢(E),
R1234yf, R134a, R1234z¢(E)/R1234yf, R1234z¢(E)/R134a, R1234yf/R134a, and R1234ze(E)/R1234yf/

R134a as working fluids
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SORC net power output range is 1283.22 KW to 2822.04 KW and belongs to the R134a.
Also, the lowest range of net power output corresponding to R1234yf with 14.62—-15.24%
reduction shows 1095.58 KW to 2391.81 KW. Therefore, between the highest to the lowest
range of SORC system net power output, the R1234ze(E)/R134a with 1207.02-2650.02
KW, R1234yf/R134a with 1183.86-2595.13 KW, R1234ze(E)/R1234yf/R134a with
1167.92-2560.27 KW, R1234ze(E) with 1162.40-2554.04 KW, and R1234ze(E)/R1234yf
with 1127.27-2467.84 KW are adapted, respectively. As depicted in Figure 3, increasing the
compression pressure causes an increase in the evaporation temperature as a consequence of
enthalpy change of flue gas and the evaporation process growth, and totally the conclusion
increases the turbine output power and, as a result, increases the net power output in each
working fluid. The main reason for these fluctuations between different kinds of working
fluids is that the increasing expansion enthalpy change of each working fluid leads to an
increase in the net power output because of the turbine enthalpy conversion into power. In
parallel, the flue gas enthalpy changes in the evaporation system and, therefore, the heat
absorption capacity reveals to a large extent the positive relationship with the SORC system
net power output. These results agree with Invernizzi et al. (2016) and Bianchi et al. (2020).

As depicted in Figure 4, the impact of different compression pressure (1.4-2.2 MPa)
considered on the heat absorption capacity of R1234ze(E), R1234yf, and R134a as pure
working fluids, R1234ze(E)/R1234yf (0.5/0.5), R1234ze(E)/R134a (0.5/0.5), and R1234yf/

—e—R1234z¢(E) —8— R1234yf
—a—R134a —%—R1234z¢(E)/R1234yf
51000 1 —=—R1234ze(E)/R134a —o—R1234yf/R134a
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43000 -

Heat Absorption Capacity, Q(kW)
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Figure 4. The heat absorption capacity of SORC system at different compression pressures of R1234ze(E),
R1234yf, R134a, R1234ze(E)/R1234yf, R1234ze(E)/R134a, R1234yf/R134a, and R1234ze(E)/R1234yf/
R134a as working fluids
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R134a (0.5/0.5) as fixed binary zeotropic mixtures of working fluids, and the R1234ze(E)/
R1234yf/R134a (0.4/0.3/0.3) as a fixed ternary zeotropic mixture of working fluid. The
quantitative amount of heat absorption capacity of SORC belongs to the R134a as the
highest amount with the value range of 48505.59-49983.37 kW, and the lowest amount
belongs to the R1234yf, with a 16.71-15.28% reduction for the minimum to maximum
compression pressure, as well. Likewise, the R1234ze(E)/R134a, R1234yf/R134a,
R1234ze(E), R12347ze(E)/R1234yf/R134a, and R1234ze(E)/R1234yf are placed between
highest amount to lowest amount of heat absorption capacity, respectively. By analyzing
and investigating the heat absorption capacity as the main parameter of energy recovery
and its equation, the flue gas enthalpy change significantly affects the heat absorption
capacity of the SORC system. This parameter is directly related to the mass enthalpy
change in the evaporation and, therefore, in the expansion process of each working fluid
as a most effective parameter to generate optimum turbine power output. To sum up, these
results similar to the results of Ji et al. (2021), Rowshanaie et al. (2020), and Rowshanaie
et al. (2015).

As illustrated in Figure 5, the simulation model of SORC overall efficiency using
Matlab Simulink software in Equations 1, 2, and 3 are considered and calculated to enhance
the analysis accuracy in the current study.

From Figure 6, the total efficiency of SORC system for different compression pressures
(1.4-2.2 MPa) of R1234ze(E), R1234yf, R134a, R1234ze(E)/R1234yf, R1234ze(E)/R134a,
R1234yf/R134a, and R1234ze(E)/R1234yf/R134a as working fluids are disputed. Figure
6 indicates that the total efficiency of SORC has a positive relationship with compression
pressure and, as a result, with the inlet pressure of the turbine. In parallel, the significant
power generated by the turbine, minimal impact of power consumption by the pump, and
the present SORC heat absorption capacity is the foremost reason for different insignificant
values of total efficiency between each pure, binary zeotropic. Ternary zeotropic working

wit
W turbine P+ :]
Subtract2

wp
hhsout W punp X =
hHS°”t—|—> = [ Divide

Subtract1

hhsin j Ll
hHSin Total Efficincy

Figure 5. The total efficiency simulation analysis model of the SORC system
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Figure 6. The total efficiency of SORC system at different compression pressures of R1234ze(E), R1234yf,
R134a, R1234z¢(E)/R1234yf, R1234ze(E)/R134a, R1234yf/R134a, and R1234ze(E)/R1234yf/R134a as
working fluids.

fluids in each point of compression pressure or inlet pressure of turbine are minimum
temperature differences at evaporation process, which has a direct relationship with a SORC
overall efficiency. In brief, these results are similar to the results of Li et al. (2017), Vera
et al. (2020), Cambi et al. (2016), and Rowshanaie et al. (2020).

Figure 7 shows the simulation model of exergy efficiency that calculates in the Matlab
Simulink software by contributing Equations 1, 4, 10, and 15.

Figure 8 tries to indicate the influence of different compression pressures on the
exergy efficiency of SORC for pure working fluids like; R1234ze(E), R1234yf, R134a,
and binary zeotropic working fluids such as R1234ze(E)/R1234yf (0.5/0.5), R1234ze(E)/
R134a(0.5/0.5), R1234yf/R134a (0.5/0.5), and ternary zeotropic working fluid including;
R1234ze(E)/R1234yf/R134a. As illustrated in Figure 7, at the minimum boundary condition
of compression pressure (1.4 MPa), the increasing trend of exergy efficiency starts from
R1234ze(E)/R134a with 0.4866, R1234ze(E)/R1234yf with 0.4871, R134a with 0.4898,
R1234yf/R134a with 0.4908, R1234ze(E) with 0.4946, R1234ze(E)/R1234yf/R134a with
0.4962 and reach to R1234yf with 0.5019 as the highest exergy efficiency in the lowest
compression pressure of current SORC system. Hence, with increasing the compression
pressure (1.4-2.2 MPa), the exergy efficiency of each working fluid grows dramatically.
In this condition, at the maximum boundary condition of compression pressure (2.2 MPa),
the increasing trend of exergy efficiency is started from R1234ze(E)/R1234yt/R134a with
0.6835, R1234ze(E)/R134a with 0.6855, R1234ze(E) with 0.6866, R1234yf with 0.6872,
R1234ze(E)/R1234yf with 0.6881, R134a with 0.6905, and achieve to R1234yf/R134a
with 0.6929 as the highest exergy efficiency in the highest compression pressure of present
SORC system. The main impacts of these minimal differences between these pure, binary,
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Figure 7. The exergy efficiency simulation analysis model of the SORC system
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Figure 8. The SORC exergy efficiency at different compression pressures of R1234ze(E), R1234yf, R134a,
R1234z¢(E)/R1234yf, R1234ze(E)/R134a, R1234yf/R134a, and R1234ze(E)/R1234y{/R134a as working fluids

and ternary zeotropic working fluids are differences in power generated by the turbine
and power consumed by the pump as a direct relationship with exergy efficiency. Also,
in parallel, the flue gas and the cold water enthalpy different and entropy different have a
direct relationship with exergy efficiency. Overall, these results are supported by Guo et
al. (2021), Shengjun et al. (2011), and Rowshanaie et al. (2020).
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The simulation calculation model of specific investment cost (SIC) as an essential
economic efficiency parameter by Simulink of Matlab simulation software depicts in
Figure 9, based on Equations 1 and 16-31.

Figure 10 compares the influence of different compression pressure (1.4-2.2 MPa)
on specific investment cost (SIC) as economic efficiency of the current SORC system. As
illustrated in Figure 10, increasing the compression pressure and enhancing the turbine
inlet pressure will drastically glide the SIC. The maximum value to minimum value of
SIC in terms of different compression pressure belongs to R134a with 5807402.18-
22455670.61 $.kW!, and compared with this, the R1234ze(E)/R134a with 7.12-7.32%
reduction, R1234yf/R134a with 9.11-9.42% reduction, R1234ze(E)/R1234y{/R134a with
10.52-10.88% reduction, R1234ze(E) with 10.99-10.95% reduction, R1234ze(E)/R1234yf
with 14.12—14.46% reduction, and reach to the R1234yf with 16.82—17.38% reduction and
achieve to the amount 0f 4830207.61-18551143.42 $.kW' as a minimum value of SIC. The
foremost reasons are to increase the required exchanger area and, in parallel, to increase
the net power generated by the turbine, leading to increasing cost of each component,
including the pump, evaporator, vapor generator, turbine, and condenser; as a result cause
to increasing SIC of SORC system, dramatically. It notes that these achievements are
similar to Quoilin et al. (2011).
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Figure 9. The SIC simulation analysis model of the SORC system
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Figure 10. The specific investment cost (SIC) of SORC system at different compression pressures of
R1234ze(E), R1234yf, R134a, R1234ze(E)/R1234yf, R1234ze(E)/R134a, R1234yf/R134a, and R1234z¢(E)/
R1234yf/R134a as working fluids

Figure 11 illustrates the calculation model of power production cost (PPC) in the
Simulink of Matlab simulation software in Equations 1, 16-29, 32, and 33.

As considered in Figure 12, the relationship between the compression pressures and, in
the same meaning, the turbine inlet pressure (1.4-2.2 MPa) and the power production cost
(PPC) of the SORC system are discussed. As illustrated in this graph, the trend of PPC with
increasing compression pressure depicts a positive correlation. In this condition, increasing
the total cost of the present SORC application and the SORC system net power output at the
same time is affected by flue gas enthalpy change, leading to increased PPC, remarkably. In
Figure 12, the maximum to minimum range amount of PPC to comparison between different
pure, binary, and ternary zeotropic working fluids belongs the R134a, R1234ze(E)/R134a,
R1234yf/R134a, R1234ze(E)/R1234yf/R134a, R1234ze(E), R1234ze(E)/R1234yf, and
R1234yfwith values range of 81.74-316.07, 75.91-292.94, 74.29-286.30, 73.08-281.67,
72.76-281.44, 70.20-270.37, and 67.99-261.11 $.kW'.year', respectively. The result of
this economic parameter agrees with Li et al. (2019) and Zhang et al. (2017).
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Figure 11. The PPC simulation analysis model of the SORC system

Figure 13 illustrates the simulation analysis method by applying the Simulink of
Matlab simulation software for the payback period (PBP) of the SORC system by utilizing
Equations 1 and 16-29.

The payback period (PBP) of the SORC system investigates different compression
pressure; likewise, turbine inlet pressure (1.4-2.2 MPa) for each pure, binary, and ternary
zeotropic working fluid is well present in Figure 14. As shown in this graph, the PBP of
the current SORC system has a positive relationship with compression pressure and in
parallel with turbine inlet pressure. Moreover, some essential thermodynamic parameters
have a pivotal influence on enhancing the PBP in general. The main reasons for these
fluctuation differences between each type of working fluids are the required exchanger’s
area, net power output, cost of each component, and heat absorption capacity. The lowest
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Figure 12. The power production cost (PPC) of SORC system at different compression pressures of
R1234ze(E), R1234yf, R134a, R1234z¢(E)/R1234yf, R1234z¢(E)/R134a, R1234yf/R134a, and R1234ze(E)/
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out1

Cost 2021

Math
Function1

L 1

Divide Math

Function

Figure 13. The PBP simulation analysis model of the SORC system
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Figure 14. The payback period (PBP) of SORC system at different compression pressures of R1234ze(E),
R1234yf, R134a, R1234ze(E)/R1234yf, R1234ze(E)/R134a, R1234yf/R134a, and R1234ze(E)/R1234yf/
R134a as working fluids

and highest PBP of the SORC system belongs to the R1234yf and R134a with 302-330
and 306-333 days, respectively. Moreover, followed by them the R1234ze(E)/R1234yf,
R1234ze(E)/R1234yf/R134a, R1234ze(E), R1234yf/R134a, and R1234ze(E)/R134a locate
between these lowest to highest PBP of the SORC system. It is essential to say that these
achievements are similar to the results of Li et al. (2019), Yang (2018), and Zhang et al.
(2017).

CONCLUSION

In a nutshell, this study focused on designing, modeling, simulating, conducting, analyzing,
and evaluating the Subcritical Organic Rankine Cycle (SORC), which is driven by pure,
fixed binary and ternary zeotropic working fluids such as; R1234ze(E), R1234yf, R134a,
R1234z¢(E)/R1234yf (0.5/0.5), R1234ze(E)/R134a (0.5/0.5), R1234yf/R134a (0.5/0.5),
and R1234ze(E)/R1234yf/R134a (0.4/0.3/0.3), respectively. Also, try to apply the flue gas
(220°C), released from industrial boilers, as a heat source with medium temperature, open
kind, and no restriction of the outlet temperature of the heat source in the evaporation
process. Furthermore, a heat sink (cold water) and try to model, design, and simulation
by utilizing the AspenPlus (v10), Simulink of Matlab (vR2017a), and REFPROP (v10)
to analyze and achieve the optimum value of the thermo-physical and thermo-economic
parameters based on compression pressure (1.4-2.2 MPa) as the main boundary condition.
The main conclusions are made as follows.
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Increasing the compression pressure has a positive relationship with the superheated
temperature and the mass enthalpy change in the evaporation. Therefore, in the expansion
process, the flue gas enthalpy change significantly affects the heat absorption capacity of
the SORC system. This parameter is directly related to the mass enthalpy change in the
evaporation and, therefore, in the expansion process of each working fluid as an effective
parameter to generate optimum turbine power output (>1MW) of each working fluid. The
highest and optimum range of the SORC net power output is 1283.22-2822.04 KW when
R134a is adapted. Also, the lowest and optimum range of net power output belongs to
R1234yf with only a 14.62-15.24% reduction. Likewise, R1234ze(E)/R134a, R1234yf/
R134a, R1234ze(E)/R1234yf/R134a, R1234z¢(E), and R1234ze(E)/R1234yf find out
between the highest to lowest range of net power output, respectively.

The result of optimum exergy efficiency establishes that the R1234yf/R134a with
69.29% as the highest and the lowest exergy efficiency in the highest compression
pressure of the present SORC system belongs to R1234ze(E)/R1234y{/R134a with only
0.94% reduction, compare with R1234yf/R134a is selected. Furthermore, it notes that the
enthalpy and entropy changes in the flue gas and cold water have a positive relationship
with exergy efficiency.

Considering the thermo-economic efficiency parameters, the SIC increases the cost of
each component of the SORC system because of a similar trend to the PPC and in parallel
with the required exchanger area and the net power generated by the turbine. As a result, the
power consumes by the pump significantly. Moreover, SIC reveals the same results as PBP
of the SORC system. For example, the maximum value to minimum value of SIC based
on increasing the compression pressure achieves R134a with 5807402.18-22455670.61
$.kW' and R1234yf with 16.82-17.38% reduction, respectively. On the other hand, the
highest and lowest amount of PPC belongs to the R134a and R1234yf with 81.74-316.07
and 67.99-261.11 $ kWl.year!, respectively. To sum up, the PBP shows the same result
as SIC and PPC with 306-333 and 302-330 days, which achieve R134a and R1234yf
investigated at different inlet turbine pressure.

Further research should focus on developing and performing the present ORC by
designing an EES (Engineering Equation Solver) method for greater computational numeric
focus to understand the current ORC errors better to conduct in nonfiction.
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ABSTRACT

The foot is an essential part of the components of the prosthesis. Therefore, the selected
materials’ mechanical properties, cost, and weight must be considered when manufacturing
the prosthetic foot. This study studied the mechanical properties of selected materials used
for prosthetic feet. The material chosen is Carbon Fiber, Glass fiber, and hybrid composite
material. This study aims to simulate chosen materials to find the optimal material selection
for manufacturing prosthetic feet by assuming boundary conditions, reaction forces, design
consideration, and application. The simulation was done by the finite element analysis
ANSYS-14.5 program. The result of the force plate test shows the ground reaction force
equal to 750N at heel strike,700N at mid-stance, and 650N at the toe-off stage. The finite
element result shows the maximum Von-Misses stress equal to 119MPa at the toe-off stage,
and the hybrid composite material has the maximum safety factor. Furthermore, the results
showed that the mechanical properties of the hybrid composite materials are the best, as
the yield stress is S60MPa, the ultimate stress is 678MPa, and the modulus of elasticity is
6.2GPa. The result shows that the Hybrid composite material has excellent improvement in

mechanical properties such as lightweight,

stiffness, high mechanical properties, and

cost-efficiency. Hence by considering the

body weight of the amputee, gait cycle,
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INTRODUCTION

A prosthesis is an artificial device used by people who suffer from amputations due to
disease or accidents (Kadhim et al., 2020a; Herbert et al., 2005). The lower limb prosthetic
parts are the pylon, the socket, and the foot, as shown in Figure 1 (Kadhim et al., 2020b).
A prosthetic foot is a manufactured device that replaces a lost limb and restores some

function to amputees (Awad & Kadhim, 2022).

In recent years, different prosthetic parts have been manufactured and developed, such
as knee parts (Arteaga et al., 2020; Zhang et al., 2021; Kadhim et al., 2020c; Wang et al.,

2020) and prosthetic sockets (Estillore et al., 2021;
Vitali et al., 2017; Sakuri et al., 2020; Marable et al.,
2020, Kadhim et al., 2019; Monette et al., 2020), and
hip joint application (Annur et al., 2020; Abdullah et
al., 2019; Delikanli & Kayacan, 2019; Gavali et al.,
2016). Many researchers were interested in the design
and manufacturing of prosthetic feet. Hadi and Oleiwi
(2015) investigated the tensile strength of polymer
blends as prosthetic foot material reinforcement
by carbon fiber. Mohammed and Salman (2020)
studied designing and modeling a prosthetic foot
made of suitable composite materials (high-density
polyethylene (HDPE) filled with 60% Date Palm
Wood) (DPW). Tao et al. (2017) used 3D printing of
polylactic acid to design and optimize the prosthetic
foot. They printed a prosthetic foot using filament made
of Polylactic Acid (PLA) and a hobby-level printer.
Tryggvason et al. (2020) investigated the Dynamic
FEA used to modify the design and analyze the energy
of a variable stiffness prosthetic foot. Bence and David
(2017) created a 3D-printed Energy Storage and Return
(ESAR) foot prosthesis with an intriguing novel shape
suitable for people with trans-tibial amputations and
employing ABS material as a filament.

Oleiwi and Hadi (2021) Most prosthetic feet
currently available are made from polyethylene
and polyurethane materials. These feet always
have mechanical failure due to fatigue problems in
the metatarsal region due to the dorsiflexion and
plantarflexion movements, as shown in Figure 2.

=3 Socket

—>Pylon

Foot

Figure 1. The parts of the lower limb
prosthetic (Awad et al., 2022)

Figure 2. Mechanical failure of the
traditional prosthetic foot (Yousif et
al., 2018)
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This study proposed three common materials to manufacture the prosthetic foot. The
materials are carbon fiber, glass fiber, and the hybrid composite material that consists of
a mixture of carbon fiber and glass fiber in addition to resin. The purpose of suggesting
these materials is because all of these materials have high mechanical properties and are
suitable for this application. Also, to compare these materials to choose the best material
for manufacturing the prosthetic foot. The proposed materials for use in the manufacture
of the prosthetic foot were tested for mechanical properties. In addition, the foot prosthetic
model has been tested by the Finite element method as a case study to understand better
the stress distribution and safety factors and optimize the selection of materials.

MATERIALS AND METHOD
Materials

In this study, three groups of materials will be tested. Each material will be a case study for
manufacturing the prosthetic foot. Each material group consists of several layers according
to the study cases listed below:

1. Case (1) (twenty layers of carbon fiber with lamina)

2. Case (2) (twenty layers of fiberglass with lamina)

3. Case (3) (ten layers of carbon fiber + ten layers of fiberglass, the arrangement is
periodically recurring a layer of carbon fiber, followed by a layer of fiberglass,
and then a layer of carbon fiber).

The lamination process produces samples of tensile and fatigue tests to examine

the materials to know their mechanical properties. The material needed in lamination
is the following (two Polyvinyalcohol PVA

bags, layers of each material group, epoxy «—— PVAbags
with hardener with a ratio of 80:30, a vacuum r —
device, and Jepson mold). Figure 3 shows the H
positioning of the Jepson mold at the stand of _h
the vacuum pressure system. e Jepson mold ]
Put the first piece of the PVA on the

gypsum molds and suction the air between the

/

PVA and gypsum with the vacuum system,
then put the materials’ layers on the plaster
mold, and then put the second piece of the PVA

. . . ] The pipe of
and suction the air between two bags with the P vacuurﬁ gystem

vacuum system, then mix the overlying resin
80:20 polyurethane with the hardener and put

this mixture on these layers. Thus, using a Figure 3. The Jepson mold at the stand of the

vacuum system, the air and the mixture of the ~ vacuum pressure to lay up the layers of fibers
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lamina are suctioned from the space in which the casting process is made. Finally, maintain
the vacuum at constant pressure at room temperature until the laminations are cool, then
cut them according to the size of the samples for the mechanical test.

Tensile Test

A CNC machine cuts each casting sample into three samples for tensile testing. The
dimensions of the specimens are cut according to ASTM D638 (2014). The thickness of
samples varies depending on the layers of each material case, as shown in Figure 4. The
samples were tested at a 3 mm/min speed by a Testometric device type. The specimen
was placed in the grip of the tensile testing machine,
and the test was performed by applying tension until it
underwent fracture, as shown in Figure 5. Figure 6 shows
the carbon fibers and glass fibers group specimen. The
figure of the hybrid sample is similar to the shape of the
carbon fiber specimen because its outer surface consists
of a layer of carbon fiber.

[ 165 mm

Figure 5. The clamped samples with
the jig and tensile device

(b)

Figure 6. (a) The tensile specimen of fiberglass; (b) The tensile specimen of carbon fiber

Fatigue Test

The CNC machine cut eight samples of each casting case to test the fatigue machine
(Roberts & Hart, 2001). The dimension of the spearman’s cutting is according to the
spearman’s standard of fatigue device test. The length of the fatigue specimen is 100 mm
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and the width 10 mm, while thickness varies with each group of a composite material
layup, as shown in Figure 7. Figure 8 shows the fatigue specimen of carbon fibers and
glass fibers group without the figure of the hybrid sample due to its similarity to the shape
of the carbon fiber specimen.

¢d=4mm ¢4mm

/10 mm

L
r

100 mm

Figure 7. The fatigue test specimen’s dimensions with a fatigue machine (HI-TEICH)

Figure 8. The fatigue specimens of carbon fibers and fiberglass

Test of Ground Reaction Force

The ground exerts the ground reaction force on a body in contact with it (Miiller & Schiffer,
2020). When the normal or amputee person walks on the ground, the reaction force affecting
on the body through the foot, the reaction force consists of three components of forces,
two in a horizontal direction and one in a vertical direction of the foot, as shown in Figure
9. In this test, the patient walks normally on the device, and the device records the values
of the reaction forces on the body for the steps taken by the patient while passing on the
device. This test aims to measure the ground reaction values on the body that will apply as
a boundary condition during the simulation for the material’s suggested feet. The patient
has a transtibial amputee who walked on the force plate device to measure the reaction
force that must be applied on foot during finite element analysis, as shown in Figure 10.
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Ground

fcr)?ggg?g) Lower limb prosthetic

. SRyl
=
e
Z
Fx Fy
Forces apllied to
the ground (F) = i
7 - . T — | — A o o
z o =l i

Figure 9. The components of ground  Figure 10. The patient with a transtibial amputee walked on
reaction force the force plate device

Finite Element Analysis

It was a useful tool for understanding load transfer through prosthetic applications. The
finite element technique is a full-field analysis for calculating the state of stresses, safety
factors, and other mechanical parameters in a specific field:
1. The Solid-works 2020 software designed the three-dimensional model of the
prosthetic foot.
2. The designed model was transferred
to ANSYS 14.5 software to analyze
a static load test and find the Von-
Misses stress and the safety factor
when applying the boundary
conditions.
3. Meshing was done with
tetrahedrons, as shown in Figure 11.
Mesh convergence tests were done
previously to determine the best mesh size.

A mesh size of 2 mm was chosen for this

model based on the convergence analysis.  Figure 11. The mesh of the foot prosthetic model

RESULTS AND DISCUSSION

The tensile tests showed the mechanical properties of the three study cases of the materials
used to manufacture the prosthetic foot. Figure 12 shows the stress-strain curve of the
three tested materials, whose mechanical properties can be summarized in Table 1. The
results showed that the hybrid composite material has better mechanical properties than
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carbon fiber and fiberglass due to the anisotropic properties in all the hybrids. Failure is
generally noncatastrophic when hybrid composites are stressed under tension (i.e., It does
not happen suddenly). The carbon fibers fail first when the load is applied to the hybrid
composites, and the load is then transmitted to the glass fibers. The matrix phase must
maintain the applied load when the glass fibers fail. Therefore, the failure of the composite
event coincides with the failure of the matrix phase (Callister, 2007).

The modulus of elasticity for hybrid material equals 6.2 GPa, ultimate stress is 678
MPa, and yield stress is 560 MPa. The fatigue test results showed the stress endurance
equal to (425, 300,90) MPa for the hybrid composite material, carbon fiber, and glass fiber,
respectively. Glass fiber has low stress compared to others due to the higher strength of
carbon fiber. Therefore, it behaves like elastic material with good bearing capacity during
tensile loading (Naito & Oguma, 2017; Dong, 2016). Anisotropic properties may be seen
in all the hybrids. Failure is generally noncatastrophic when hybrid composites are stressed
under tension (i.e., It does not happen suddenly). The carbon fibers fail first when the load
is applied to the hybrid composites, and the load is then transmitted to the glass fibers.
The matrix phase must maintain the applied load when the glass fibers fail. The composite
event’s failure coincides with the matrix phase’s failure.

800
700 Hybrid composite material
——— Carbon fiber ____,.f“-

~ 600 —— Glass fiber gl
o
S 500 -

400 -
% f{_,—-" -

-
300 —
200 e —
,___,-*") _____.___———'—___
100 = - —
0 e=—"_
0 2 4 6 8 10 12 14
Strian (%)

Figure 12. The stress-strain curve of the three tested materials

Table 1
Overview of the tested materials’ mechanical properties
N“c“alz’:: of N‘E;b:rz of E (GPa) G (MPa) G, (MPa) Th(‘;kmn)e 5
Case (1) 20 5.7 580 448 4.1
Case (2) 20 1.7 170 160 4.48
Case (3) 20 6.2 678 560 4.22
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Figure 13 shows the relationship between repeated stresses and the number of cycles
of fatigue testing for the three tested materials.

Figure 14 shows the values of ground reaction force resulting from the gait cycle test.
The ground reaction force curve is divided into three regions (heel strike, mid stance, and
toe-off). The reaction force value equals 750 N at heel strike, 700 at midstance, and 650
at toe-off). The values of ground reaction force are used as a boundary condition in the
FEM analysis of the foot.

700
= Glass fiber

600 = Carbon fiber

= Hybrid composite material
500

3

400

300

Stress (MPa)

200

100

|

E6 4E6 6E6 8E6 10E6 12E6 14E6
Number of cycles

0

Figure 13. The S-N curve of the three tested materials

AL i
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900*
800+
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Figure 14. The curve of the ground reaction force of an amputee person
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The Boundary Condition for Analysis of the Prosthetic Foot. For the analysis of the
prosthetic foot, the boundary conditions must be applied to evaluate the generated stresses
and the values of the safety factor for each study case of the materials group for the
manufacture of the prosthetic foot. The boundary condition includes applying the value
of ground reaction force at shank with fixed the foot at the heel at the initial contact stage
of the gait cycle, as shown in Figure 15(a), the region (A) is fixed support and applied
load at region (B). Next, for the stage of midstance, the reaction force is applied at the
shank and fixed at the forefoot and rearfoot as shown in Figure 15(b), the regions (B) are
fixed support and applied load at region (A). Finally, the boundary condition at the toe-off
stage, the reaction force applied at the shank and fixed at the forefoot as shown in Figure
15(c), the region (B) is fixed support and applied load at region (A). The applied boundary
conditions for simulating a prosthetic foot derived from the applied forces resulting from
bodyweight on foot during gait cycle analyses (Baker, 2013; Levine et al., 2012).

The result of numerical analysis of prosthetic foot shows the stress generated due to
applying the boundary condition. For example, Figure 16(a) shows the maximum stress
value generated equal to 103.64 MPa when the patient walks at the heel strike. At the
same time, Figure 16(b) shows the maximum stress equal to 65 MPa when applying the

Figure 15. (a) The prosthetic foot model’s boundary condition at heel strike position; (b) The prosthetic
foot model’s boundary condition at midstance position; (c) The prosthetic foot model’s boundary condition
at the toe-off position

A Static Stuctural HeStatic Struciural
Equitalent Stress Equivalent tress
Tyne: Equivalent (on-Mices) Stiess Tyre: Equivalent (on-ises) Stress
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A: Static Structural
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Unit:MPa

Time: 1 Time: 1
220320211236 2207120211313

Time: 1
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(A) (B) : ©
Figure 16. (a) The foot model’s Von Mises stress at the heel strike stage; (b) The foot model’s Von Mises
stress at the midstance stage; (c) The foot model’s Von Mises stress at the toe-off stage
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boundary condition at the midstance phase. Therefore, maximum stress equals 119.2 MPa
for toe-off boundary conditions, as shown in Figure 16(c). It was noted from the stress
analysis results that there is a large difference between the maximum stress generated and
the yield stress for each material, which explains the possibility of the success of the three
groups of materials in manufacturing the prosthetic foot.

Also, the analysis shows that the safety factor for the prosthetic foot’s material
groups has been passed in design. The safety factor’s value varies by region, based on the
distribution of stresses generated and the endurance stress for each material group. Figures
17 to 19 show the foot model’s safety factor when using carbon fiber, fiberglass, and hybrid
composite material in three gait cycle phases (heel strike, midstance, toe-off). The results
showed that the safety factor values were equal to more than 1.25 for all groups of materials
and at all stages of the gait cycle. Therefore, the design will be safe if the fatigue safety
factor is greater than or equal to 1.25 (Miller, 2002). The values of safety factors of three
materials at three stages of the gait cycle can be summarized in Table 2.

A Static Structural
Saety Factor
Tyne: Safety Factor

A: Static Structural &: Static Structural
Saely Factor Satety Factor
Type: Safely Factar Type: Safet Factor

Time: 0
2200712021 0225

15Max

10

38417 Min
0

Tirme;
220712021 0247

15Max

10
1.7338Min
0

Time:
22/07/2021 0208

15Max
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3.3263 Min
0

(4) (B) (©)
Figure 17. (a) The safety factor value for carbon fiber reinforced foot model at the heel strike stage; (b) The

safety factor value for fiberglass reinforced foot model at the heel strike stage; (c) The safety factor value
for hybrid material reinforced foot model at the heel strike stage
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Figure 18. (a) The safety factor value for carbon fiber reinforced foot model at the heel strike stage; (b) The

safety factor value for fiberglass reinforced foot model at the heel strike stage; (c) The safety factor value
for hybrid material reinforced foot model at the midstance stage
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Figure 19. (a) The safety factor value for carbon fiber reinforced foot model at the heel strike stage; (b) The
safety factor value for fiberglass reinforced foot model at the heel strike stage; (c) The safety factor value
for hybrid material reinforced foot model at the toe-off stage

Table 2
The safety factors summarized the values of three materials at different stages of the gait cycle
Material Heel strick Mid-stance Toe-off
Carbon fiber 5.7 580 448
Glass fiber 1.7 170 160
Hybrid composite material 6.2 678 560
CONCLUSION

The previous results concluded that all the materials groups passed in design, but the best
material to manufacture the prosthetic foot is the material in case (3), which is hybrids
composite material (carbon and glass fibers). For manufacturing the prosthetic foot, it was
decided to use a hybrid composite material because it has a better overall combination
of properties than composites with only one fiber type. Various fiber combinations and
matrix materials are used, but combining carbon and glass fibers in polymeric resin is the
most common method. Carbon fibers are strong and stiff in comparison to other materials.
They provide low-density reinforcement but are expensive. Glass fibers are less expensive
than carbon fibers but lack their stiffness. The glass fiber—carbon fiber hybrid is stronger
and harder, has greater impact resistance, and can be manufactured cheaper than similar
all-carbon or all-glass reinforced polymers. Therefore, it was concluded that the hybrid
material is the most suitable choice for manufacturing the prosthetic foot because of its
high mechanical properties and lightweight compared to the prosthetic foot was made of
carbon fiber or fiberglass.
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ABSTRACT

Superelastic NiTi archwire is extensively employed in the early stage of orthodontic
therapy due to its capacity to transmit constant and light force to the tooth. The archwire
force prediction for orthodontic treatment planning becomes a challenging process as the
generated friction at the wire-bracket interface modifies the force exerted by the NiTi
archwire. If plotted, the typical force plateau behavior of the superelastic NiTi archwire now
gives way to a slope. This study established regression models for estimating the magnitude
of forces released by NiTi archwire when bent at various settings in an orthodontic bracket
system. Four bending settings parameters were considered: archwire geometry, inter bracket
distance, the magnitude of archwire deflection, and testing temperature. The relationships
between the settings and the wire forces were investigated using a response surface
methodology approach based on data obtained from bending simulation. The magnitude
and slope of the unloading force of superelastic NiTi archwire decrease gradually as the
amount of wire deflection and inter-bracket distance increase, respectively. NiTi archwires
with a diameter of 0.016 inches are best used in the early stages of orthodontic therapy
because of their lower unloading forces of 0.57 N to 1.71 N and lower force slope values of
0.13 N/mm to 0.72 N/mm. The developed regression models have strong R-squared values
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INTRODUCTION

Fixed appliance therapy is one of the orthodontic options available to treat malocclusions,
as it encourages correct tooth alignment and overall facial esthetics (Papageorgiou et al.,
2017). The fixed appliance is installed by attaching an orthodontic bracket on every tooth
with adhesive, followed by carefully inserting an archwire into the bracket slot. This
insertion procedure usually induces localized bending along the wire length due to the
bracket’s irregular position as a result of the tooth’s malocclusion. The archwire is then
secured inside the bracket slot using elastomeric ligatures, fine wires, or a metal door,
depending on the bracket’s ligation type considered for the treatment. As the orthodontic
archwire attempts to restore its original straight form during the therapy, the malposed
tooth is gradually pushed upwards or downwards, depending on the direction of bending
recovery of the archwire.

In order to accurately anticipate the tooth movement, the magnitude of the force
exerted by the bent wire on the tooth must be within the suggested range. Many variables
that influence tooth movement, such as the remodeling of tissues and bone concerning the
applied orthodontic pressure, are uncontrollable. Contrarily, the force being applied to the
tooth is a controlled variable, and sufficient knowledge of the physics behind the force
delivery mechanism may aid in minimizing undesired tooth movement. The recommended
orthodontic forces often suggested, ranging from 0.10 N to 1.20 N (Wu et al., 2018;
Theodorou et al., 2019), are regarded as the optimum force levels for a speedier and more
comfortable treatment experience.

Nickel-titanium (NiTi) orthodontic archwire is commonly selected in orthodontic
treatment as it can deliver light and continuous force during bending, which promotes
tooth movement. However, it is reported that in orthodontic bracket configurations, friction
modifies the constant force behavior of superelastic NiTi archwire to a slope (Nucera et
al., 2014; Razali et al., 2018). The friction intensity encountered by NiTi archwire as it
slides within the bracket slot could also be affected by the distance set between brackets,
a vertical discrepancy of bracket placement, oral temperature, wire sizes, and ligating type
used to secure the archwire (Kusy & Whitley, 2000; Higa et al., 2017). While the friction
component is unavoidable, the bending settings are adjustable and could be controlled to
minimize the deviation of the wire force from the optimal force levels. The work aimed to
establish regression models for anticipating the forces produced by a NiTi archwire when
bent in various orthodontic bracket systems. The magnitude of the archwire force was
determined at different bending settings using a three-dimensional finite-element model
of wire bending in a three-bracket configuration. The bending settings considered were the
archwire geometry, the inter bracket distance, the magnitude of archwire deflection, and the
testing temperature. The wire force regression models were built using the response surface
methodology approach. In the future, this regression model may enable the orthodontist to
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anticipate the NiTi archwire force early in the treatment process, regardless of the patient’s
malocclusion state.

MATERIALS AND METHODS

The force-deflection data of the NiTi archwires in an orthodontic bracket configuration
were determined using the three-dimensional finite element model developed in our earlier
work (Razali et al., 2018). The model considered the bending of a single superelastic NiTi
wire in a three-bracket configuration and has been validated against experimental work. The
model was developed using Abaqus 6.12.2 software. A user material subroutine (UMAT/
Nitinol) developed by Auricchio and Taylor (1997) was employed to assign the superelastic
behavior of NiTi alloy on the archwire model.

The half-cut view of the developed three-dimensional finite element model is shown in
Figure 1. A bilinear rigid quadrilateral element (R3D4) was used to create three orthodontic
brackets with a slot dimension of 0.46 mm (height), 2.8 mm (length), and 0.63 mm (width).
The bracket slot’s dimensions were determined directly from scanning electron microscopy
images. A total of 6,496 elements were employed to model each bracket instance. These
brackets were symmetrically positioned by spacing their midpoints apart by 7.5 mm. The
middle bracket was displaced downward by 0.06 mm compared to the adjacent bracket.
Therefore, it is critical to remove the space between the archwire and the middle bracket’s
top surface prior to initiating the bending. On the other hand, two NiTi archwire of 0.016
x 0.022-inch and 0.016-inch size with a length of 30 mm was considered in this study.
Mesh was applied to the wire model using eight-node linear brick elements with reduced
integration (C3D8R). For the round and rectangular wire instances, 72,000 and 72,144
elements were utilized, respectively.

The bending simulation of the superelastic NiTi wire in the bracket system is
divided into two stages: loading and unloading. These steps characterize the archwire’s
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Figure 1. Positioning of archwire and brackets during the assembly stage
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deformation and recovery in terms of the application and removal of the bending load,
which is accomplished by downwards, and upwards displacement of the middle bracket at
a displacement rate of 0.016 mm/s. The initial time increment was set to 0.01 seconds for
both steps, with the minimum and maximum permissible time increments set to 0.00001
and 0.1 seconds, respectively. Only the y-axis of the middle bracket was permitted to move,
while the other degree of freedom was set to zero. In addition, all degrees of freedom
of the adjacent brackets were set to zero to prevent movement throughout the bending
course. No boundary conditions were assigned to the wire instance, allowing the wire to
move while bending freely. The oral temperature of 36°C was used as the constant for the
bending environment.

This study defined the contact behavior between the wire and bracket surfaces using
surface-to-surface discretization. The bracket’s surface was designated the master surface,
while the wire’s surface was designated the slave surface. In this master-slave method,
every slave node search for the nearest point on the master surface, and the contact direction
is always normal to the master surface. The surface-to-surface discretization between the
archwire and bracket surfaces was described using two interaction properties: normal and
tangential behavior. The coefficient of friction was set at 0.27 between the NiTi archwire
and the stainless-steel bracket surfaces (Thalman, 2008).

The archwire’s force-deflection behavior during bending was determined using the
vertical response force (RF2) and displacement (U2) acquired from the middle bracket
reference point (RP-1). As shown in Figure 2, three force criteria were obtained from
the force-deflection curve to create the force regression model. First, the loading force

8 T T I
_____ 2.0 mm Loading force
TH - — 30mm (Y1) = b
— 4.0 mm .
6 L Loading cycle —
\
5 - ! | 7
z " |
5 I 9 | |
5 ! #
= 3 L ! .
! I
, Force slope | Unloadi
5 L - (Ys) nloading
- \ force (Y5)
1+ = Jf 7
0 ‘ Ulnloading cycle ‘ !
0 1 2 3 4
Deflection (mm)

Figure 2. Force-deflection behavior of the NiTi archwire bent at different deflection magnitudes
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is determined at the maximum deflection applied on the wire. This response denotes the
force the patient experienced upon the NiTi wire installation on the bracket. First, the
unloading force is determined when the bracket was deactivated by 0.8 mm from the
loading deflection, and this response shows the force transmitted from the archwire to the
malposed tooth with the least magnitude. Meanwhile, the slope was calculated using the
unloading curve’s best linear section. This parameter signifies the rate of changes recorded
in the force magnitude as the wire recovered during the unloading cycle.

A statistical design of experiments (DOE) was created using the central composite
design (CCD), a tool for designing response surface models. In summary, the design
utilizes three types of design points: two-level factorial (2k), axial points (2¥), and center
points. The central composite design method is used to fit and estimate the coefficients
of a second-order equation. Equation 1 illustrates the standard form of this second-order
equation model with two factors.

K Kk k-1 Kk
Y= fo+ Z.BiXi +Zﬂi,iXi2 + Z Z BijXiXj + € [1]
i=1 i=1

i=1 j=i+1
where Y is the response of interest, 3, is a constant coefficient, i, fii, and [5ij are the
interaction coefficients of the linear, the quadratic, and the second-order terms, respectively.
X; and X; are the factors, & is the number of studied factors, and e is the random error.

As detailed in Table 1, each of the statistical model’s bending settings (factors) has
three levels, denoted mathematically by minus one (-1), zero (0), and plus one (+1). The
inter-bracket distance, wire deflection, and testing temperature varied between 7.0 mm
and 8.0 mm, 2.0 mm and 4.0 mm, and 26°C to 46°C, respectively. These factors were
taken into account in this study to account for the variance in wire-bracket placement and
oral condition found between patients, and the ranges for each factor were drawn from
the literature (Nucera et al., 2014; Franchi et al., 2009; Elayyan et al., 2010; Badawi et al.,
2009; Arreghini et al., 2016; Alavi & Hosseini, 2012; Wilkinson et al., 2002). The amount

Table 1
Actual and coded values for each central composite design factor
Numeric Factor (symbol) Coded Value
-1 0 1
Actual Value
Inter-bracket distance, mm (4) 7 7.5 8
Wire deflection, mm (B) 2 3 4
Testing temperature, °C (C) 26 36 46
Categoric Factor (symbol) Coded Value
Geometry (D) Round Rectangular

3 -1
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of the wire deflection of 1.0 mm was omitted from this investigation due to its linear force-
deflection characteristic, which is typical in common alloys (Thalman, 2008).

The design included two categorical factors: round and rectangular wire geometry.
A total of forty simulation runs were carried out with reference to the following equation
CCD = (2*+ 2k + R)*L, where k is the number of factors, R is the number of replications
at the design center, and L is the level of the categorical factors. Each simulation took
fifteen hours to finish on a 2.67GHz CPU with a 24-GB memory.

RESULTS

The magnitudes of the forces obtained from the simulation of archwire bending at different
configurations are summarized in Table 2, which lists the possible combination of bending
conditions designed by the central composite design (CCD). As can be observed, the
loading and unloading forces ranged between 4.08 N and 18.20 N and 0 N and 4.72 N,
respectively. On the other hand, the force slope varied between 0.00 N/mm and 2.72
N/mm. Notably, run 30 is the most critical bending condition (combination of 7.0 mm
inter-bracket distance, 4.0 mm wire deflection, and 46°C testing temperature) since it has
the highest loading force magnitude of 18.20 N. Additionally, it is noteworthy that the
rectangular wire’s unloading force was zero for running 4, where the wire was deflected
to 4.0 mm in 26°C environments with the brackets distanced at 7.0 mm in between. The
zero-newton force demonstrated that the wire’s unloading force had weakened to zero as
it slid along the bracket slot in a high friction condition. However, this zero-newton force
was not recorded when the wire’s temperature reached 46°C. It is due to the superelastic
NiTi wire strengthening at greater temperatures, where the enhanced unloading force aids
in overcoming the sliding friction.

The regression models for the archwire force prediction were generated using Design
Expert (Version 7.0, Trial Version) software. The best-fitting models, with probability
values (Prob>F) of less than 0.0001, were obtained by selecting a quadratic model for the
loading force (Y)), the unloading force (Y,), and the force slope (Y3). The final regression
models, in terms of the coded factors, are as in Equations 2-4:

Y =9.59-1.104 +1.21B+1.17C-3.57D—0.114B - 0.0564C + 0.424D + 0.067BC

—-0.48BD —-0.42CD (2]
Y,=1.63+0.0504 -1.038+0.37C—-0.56D + 0.2845 - 0.22BC+ 0.41BD - 0.13CD
[3]
Y;=1.00-0.31A-0.50B+0.19C-0.36D —-0.083AB - 0.063AC +0.12AD - 0.18BD
—0.069CD - 0.21B? (4]

where A, B, C, and D are the factors of Table 1.
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Table 2
Summary of the force data obtained from the simulated force-deflection curves
Factor (Coded) Response (Y)
B ° Simulation Prediction
£ EAT 288 &8 388 52 52 £5E SE S5E SgE
1 1 1 1 {1} 6.82 0.73 0.69 6.78 0.80 0.61
2 1 -1 1 {1 5.33 1.91 0.00 5.34 1.84 0.02
3 1 0 {-1} 11.73 2.17 1.07 11.75 2.29 0.89
4 -1 1 -1 {-1} 14.77 0.00 2.19 14.79 -0.11 1.84
5 -1 0 {-1} 11.30 3.61 0.44 11.40 3.65 0.37
6 1 -1 -1 {-1} 8.77 2.55 0.04 8.68 2.74 0.05
7 -1 1 -1 {1} 6.67 0.13 0.86 6.65 0.07 0.80
8 0 0 0 {1} 6.00 1.08 0.62 5.99 1.07 0.62
9 0 0 0 {-1} 13.16 2.22 1.40 13.18 2.17 1.36
10 0 0 0 {-1} 13.16 2.22 1.40 13.18 2.17 1.36
11 1 -1 -1 {1} 4.08 1.20 0.00 4.08 0.98 0.00
12 0 0 0 {1} 6.00 1.08 0.62 5.99 1.07 0.62
13 -1 0 0 {-1} 14.93 2.36 1.66 14.91 2.04 1.94
14 0 0 0 {-1} 13.16 2.22 1.40 13.18 2.17 1.36
15 1 0 {1} 6.75 0.57 0.68 6.73 0.45 0.75
16 1 -1 {-1} 11.49 0.87 0.99 11.58 0.79 1.09
17 0 0 0 {1} 6.00 1.08 0.62 5.99 1.07 0.62
18 -1 -1 1 {1} 6.71 2.23 0.47 6.67 2.44 0.40
19 0 1 0 {-1} 14.88 1.11 1.48 14.83 0.69 1.77
20 0 0 0 {1} 6.00 1.08 0.62 5.99 1.07 0.62
21 1 -1 1 {-1} 11.55 4.11 0.15 11.53 4.20 0.19
22 0 -1 0 {1} 5.28 1.71 0.13 5.26 1.69 0.09
23 0 0 0 {-1} 13.16 2.22 1.40 13.18 2.17 1.36
24 1 0 0 {1} 5.35 1.06 0.47 5.37 1.09 0.38
25 0 0 0 {1} 6.00 1.08 0.62 5.99 1.07 0.62
26 0 0 1 {-1} 14.72 2.70 1.71 14.69 2.72 1.68
27 -1 -1 -1 {1} 5.14 1.41 0.19 5.16 1.53 0.18
28 1 1 -1 {1} 5.28 0.47 0.44 5.27 0.73 0.47
29 -1 0 0 {1} 6.80 1.13 0.72 6.74 1.06 0.93
30 -1 1 {-1} 18.20 0.20 2.72 18.05 0.62 2.73
31 0 0 0 {1} 6.00 1.08 0.62 5.99 1.07 0.62
32 0 0 1 {1} 6.72 1.31 0.69 6.74 1.31 0.73
33 0 0 -1 {-1} 11.55 1.68 1.08 11.44 1.62 1.07
34 -1 1 1 {1} 8.26 0.31 1.27 8.37 0.19 1.21
35 0 0 0 {-1} 13.16 2.22 1.40 13.18 2.17 1.37
36 0 0 -1 {1} 5.22 0.84 0.46 5.23 0.83 0.49
37 -1 -1 1 {-1} 14.44 4.72 1.14 14.46 4.59 1.07
38 -1 -1 -1 {-1} 11.22 3.02 0.42 11.23 3.07 0.51
39 0 0 {-1} 13.16 2.22 1.40 13.18 2.17 1.37
40 1 1 1 {-1} 14.83 1.44 1.56 14.81 1.46 1.55
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The results from the analysis of variance (ANOVA) of each regression model are
summarized in Table 3. The coefficient of determination (R-squared) is the variable of
interest in this statistical analysis, which determines how well the regression line fits the
simulated force data from the bending simulations. Higher R-squared values indicate that

Table 3

Summary of ANOVA for the loading force (Y,), the unloading force (Y,), and the force slope (Y3)

Source Sum of Squares DF Mean Square F Value Prob>F
ANOVA for Response Surface Quadratic model

Model (7)) 603.35 10 60.33 7771.79 <0.0001
A]S'ilsrtl;flrc':r"wkﬁ 24.00 I 24.00 309179 <0.0001
B-Deflection 29.11 1 29.11 3750.07 <0.0001
C-Temperature 27.35 1 27.35 3523.59 <0.0001
D-Wire Geometry 510.72 1 510.72 65787.26 <0.0001
AB 0.18 1 0.18 23.27 <0.0001
AC 0.051 1 0.051 6.52 0.0162
AD 3.59 1 3.59 462.05 <0.0001
BC 0.073 1 0.073 9.39 0.0047
BD 4.66 1 4.66 599.76 <0.0001
CD 3.60 1 3.60 464.24 <0.0001
Residual 0.23 29 7.763x107

Lack of Fit 0.23 19 0.012

Pure Error 0.000 10 0.000

Std. Dev. 0.088 R-Squared 0.9996
Mean 9.59 CV.% 0.92
ANOVA for Response Surface Quadratic model

Model (Y>) 42.37 8 5.30 223.58 <0.0001
AISIIS?;‘:C :raCket 0.050 1 0.050 2.11 0.1563
B-Deflection 21.30 1 21.30 899.10 <0.0001
C-Temperature 2.81 1 2.81 118.40 <0.0001
D-Wire Geometry 12.51 1 12.51 528.07 <0.0001
AB 1.25 1 1.25 52.95 <0.0001
BC 0.80 1 0.80 33.81 0.0001
BD 3.31 1 3.31 139.84 <0.0001
CD 0.34 1 0.34 14.38 0.0006
Residual 0.73 29 0.024

Lack of Fit 0.73 19 0.035

Pure Error 0.00 10 0.00

Std. Dev. 0.15 R-Squared 0.9830
Mean 1.63 CV. % 9.42
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Table 3 (continue)

Source Sum of Squares DF Mean Square F Value Prob>F
ANOVA for Response Surface Quadratic model

Model (Y3) 14.25 10 1.43 112.21 <0.0001
g'ilslgir;:ra"ket 1.94 1 1.94 152.77 <0.0001
B-Deflection 4.90 1 4.90 385.76 <0.0001
C-Temperature 0.70 1 0.70 54.76 <0.0001
D-Wire Geometry 5.08 1 5.08 400.18 <0.0001
AB 0.11 1 0.11 8.70 0.0062
AC 0.064 1 0.064 5.02 <0.0001
AD 0.29 1 0.29 22.86 <0.0001
BD 0.65 1 0.65 51.01 <0.0001
CD 0.097 1 0.097 7.60 0.0100
B’ 0.42 1 0.42 3341 <0.0001
Residual 0.37 29 0.013

Lack of Fit 0.37 19 0.019

Pure Error 0.000 10 0.000

Std. Dev. 0.11 R-Squared 0.9748
Mean 0.90 CV.% 12.58

the model correctly predicts the archwire force within the range of factors studied. The
ANOVA analysis reveals that the R-squared values for the loading force (Y), the unloading
force (Y,), and the force slope (Y3) are 0.996, 0.9830, and 0.9748, respectively, proving
that the chosen quadratic models are good response predictors and are in agreement with
the actual simulation results. Additionally, the probability values (Prob>F) are less than
0.0001, indicating the significance of the developed prediction equations.

Given that three factors influence the force responses, a perturbation plot is used to
determine which factors have the greatest effect on the wire forces. Each factor’s reference
point (coded as 0) is set to the midpoint by default in the program’s settings. A line plot
with a high inclination or curvature indicates that the response is sensitive to changes
in a particular factor. In contrast, a line plot with a relatively flat slope indicates that the
response is insensitive to that factor.

The loading force perturbation plots for the rectangular and round archwire are shown
in Figures 3(a) and 3(b), respectively. The coded values for each factor correspond to the
actual values, as stated in Table 1. In brief, the loading force is highly dependent on the
wire’s geometry, with rectangular wire always releasing greater force magnitude. For
example, the rectangular wire’s forces ranged from 11.30 N to 14.93 N. However, the
values decrease dramatically as soon as the round wire is used, now ranging from 5.22 N
to 6.80 N. Bear in mind that while both archwires release greater forces than the suggested
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values, their severe impact on dentition may be of some concern, as the force strength
decrease abruptly to a lower magnitude of 0.55 N as soon as small tooth movement takes
place by 0.5 mm as seen in Figure 2.

Figures 3(a) and 3(b) demonstrate that all considered factors have similar significance
on the loading force magnitude. The loading force increased linearly with increasing wire
deflection and temperature while linearly decreasing as the inter-bracket distance increased.
It is seen that similar plot trends are observed for both wire geometries, with the rectangular
wire exhibiting the steepest slope. It demonstrates that the rectangular wire magnifies the
impact of bending factors on the wire force. For comparison, at a given temperature of
36°C and deflection of 3.0 mm, the change of inter-bracket distance from 7.0 mm to 8.0
mm significantly decreased the rectangular wire’s loading force by 3.20 N (from 14.93
N to 11.73 N). Meanwhile, a smaller loading force reduction of 1.45 N (from 6.80 N to
5.35 N) was recorded when the round wire was considered for the same bending settings.

The unloading force perturbation plots for the rectangular and round archwire are
shown in Figures 4(a) and 4(b), respectively. The rectangular wire’s unloading forces
ranged between 1.11 N and 3.61 N. In contrast, the round wire’s unloading forces ranged
between 0.57 N and 1.71 N. The plots demonstrate that the unloading force is the most
responsive to variations in wire deflection, followed by changes in temperature and inter-
bracket distance. It is noticed that both wire geometries exhibit similar plot patterns, with
the rectangular wire demonstrating the biggest variations in force magnitudes as a function
of bending factor variation. The unloading force magnitude decreased significantly with
increasing wire deflection and mildly increased as the temperature and the inter-bracket
distance increased. For instance, at a given temperature of 36°C and inter-bracket distance

20.00 — A = inter-bracket distance 20.00 — A = inter-bracket distance
B = wire deflection B = wire deflection
18.00 | C = testing temperature) 18.00 —| C = testing temperature)
16.00 —| 16.00 —|
2 A cB z
Z 5 14.00
o 14.00 g 1400
Q -
S £
= 12004 BC A o 1200
o0 g
g g
g b=}
2 10.00 —| § 1000
]
S =
8.00 —| 8.00 —|
A CB
6.00 —| 6004 BC A
4.00 | 4.00
I T I I T I I T I T
-1.000 -0.500 0.000 0.500 1.000 -1.000 -0.500 0.000 0.500 1.000
Deviation from Reference Point Deviation from Reference Point
(a) (b)

Figure 3. Perturbation plot showing the effect of factors on the loading force of (a) rectangular; and (b)
round archwire
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of 7.5 mm, the change of wire deflection from 2.0 mm to 4.0 mm had considerably reduced
the unloading force of the rectangular wire by 2.50 N (from 3.61 N to 1.11 N). Meanwhile,
a smaller unloading force reduction of 1.14 N (from 1.71 N to 0.57 N) was recorded using

round wire for the same bending settings.

The wire force slope perturbation plots for the rectangular and round archwire are
shown in Figures 5(a) and 5(b), respectively. The rectangular wire had a force slope of
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B = wire deflection B = wire deflection
C = testing temperature) C = testing temperature)
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Figure 4. Perturbation plots showing the effect of factors on the unloading force of (a) rectangular; and (b)

round archwire
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Figure 5. Perturbation plots showing the effect of factors on the force slope of (a) rectangular; and (b)

round archwire
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0.44 N/mm to 1.71 N/mm, whereas the round wire had a force slope of 0.13 N/mm to 0.72
N/mm. In general, the force slope is the most sensitive to changes in the amount of wire
deflection, followed by the changes in inter-bracket distance and temperature. The plots
also demonstrate that the force slope is directly proportional to the wire deflection and the
bending temperature but inversely proportional to the distance set between brackets. It is
interesting to highlight that the force slope’s sensitivity to the deflection is reduced as the
wire deflects more than 3.0 mm. Both wire geometries demonstrate similar plot trends,
with the rectangular wire having the highest change in force slope values when bending
settings are varied. For example, at a given temperature of 36°C and deflection of 3.0 mm,
the change of inter-bracket distance from 7.0 mm to 8.0 mm had reduced the force slope
of the rectangular wire by 0.59 N/mm (from 1.66 N/mm to 1.07 N/mm). Meanwhile, a
smaller force slope reduction of 0.25 N/mm (from 0.72 N/mm to 0.47 N/mm) was recorded
using round wire for the same bending settings.

DISCUSSION

It is difficult to precisely estimate the archwire force during orthodontic treatment due to
many uncontrolled variables affecting the force transmission, such as the pressure from
the lips and tongue and the biting force (Proffit et al., 2018). Therefore, while utilizing the
established regression models, readers should remember that the estimated biomechanical
forces are only valid for the wire-bracket combination and settings addressed in this work.
In addition, the choice of ligation methods may result in varying degrees of frictional
resistance, thus further complicating the force prediction. For instance, when the elastomeric
ligatures are considered during the orthodontic treatment, the overall resistance experienced
during the sliding is increased. As a result, the loading and unloading forces measured
during the bending would rise and drop in magnitudes greater than those observed in the
current study.

The goal of using a rectangular wire as soon as feasible is critical to improving tooth
movement as it promotes torque control to the malposed tooth. Unfortunately, the force
values summarized in Table 2 called into question the usefulness of considering the
rectangular wire at the early stage of leveling since the force magnitudes vary between
1.44 N and 4.72 N for all the considered bending settings, exceeding the ideal force range.
Based on this observation, orthodontists are encouraged to avoid using rectangular wires in
scenarios involving persistently significant tooth level discrepancy. On the contrary, using
the 0.016-inch round archwire would be the optimal choice, as the force varied between
0.13 N and 0.73 N for the large 4.0 mm deflection condition. Notably, this force range
is within the reported range of 0.10 N to 1.20 N for optimal tooth movement (Wu et al.,
2018; Theodorou et al., 2019).
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The relationship between the archwire force and the amount of bending deflection
applied to the wire may provide an advantage during orthodontic treatment, specifically
during the reactivation process. The present finding of increased wire force at smaller wire
deflection suggests that the NiTi archwire may be momentarily removed and then reinstalled
during the clinical visit to release more force than at initial activation. For example, if a
tooth has traveled away from its original vertical discrepancy of 4.0 mm, reactivating the
same wire at a lesser discrepancy, say 2.0 mm, may result in a higher unloading force being
delivered. This greater force may be advantageous for leveling a tooth of bigger size, such
as a premolar or molar teeth. Additionally, the force data in Table 2 also demonstrate that
the unloading force increases as the oral temperature increases. The NiTi wire stiffens when
a patient consumes warm drinks, and the unloading force magnitude increases abruptly.

For healthier tooth movement, the force released by the archwire to the dentition
must be light and steady throughout the therapy. Therefore, maintaining the periodontal
ligament’s present cellular activity is necessary for connection to an optimal tooth
movement experience. From Table 2, there was only one configuration in which the NiTi
wire in the bracket system produced consistent force magnitude during the unloading cycle.
This configuration, which incorporates a 2.0 mm wire deflection in 8.0 mm inter-bracket
distance condition, results in a force slope of practically zero throughout the unloading
cycle. In comparison, at the critical bending conditions, the round and rectangular wire
exhibited a steeper force slope of 1.27 N/mm and 2.72 N/mm, respectively.

Given that leveling treatment is usually associated with significant tooth misalignment,
the optimal strategy would be to utilize a springier archwire to reduce the effect of sliding
friction on the amount and slope of the unloading force. The tiniest round archwire
currently available on the market measures 0.012 inches in diameter. According to the
expanded simulation work utilizing a comparable three-dimensional finite element model,
the unloading of the 0.012-inch superelastic NiTi wire from 4.0 mm deflection in a 36°C
environment demonstrated an unloading force slope of 0.3 N/mm (Razali, 2018). This
force changing rate is significantly smaller than the rate exhibited by the 0.016 % 0.022-
inch and 0.016-inch wires considered in this study, which had a force slope of 1.48 N/mm
and 0.68 N/mm, respectively.

CONCLUSION

Three regression models for predicting the loading, unloading, and slope of force exerted by
a superelastic NiTi archwire in an orthodontic bracket system were successfully established
using response surface methods. The developed regression models exhibit high R-squared
values of 0.996, 0.9830, and 0.9748 for the loading, unloading force, and force slope,
respectively. The impact of the considered bending settings on wire force is substantially
stronger when the rectangular wire is used. The magnitude and slope of the unloading force
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of superelastic NiTi wire decrease linearly as the amount of wire deflection and the distance
between brackets increase, respectively. Therefore, the 0.016-inch diameter archwire is
more appropriate for use during the early stages of orthodontic treatment due to its lighter
force of 0.57 N to 1.71 N and a lower force slope of 0.13 N/mm to 0.72 N/mm. On the
other hand, the use of 0.016 x 0.022-inch rectangular wire may cause patient discomfort,
as the force transferred to induce tooth movement may surpass 3.61 N.
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ABSTRACT

The commonly employed classical linear discriminant rule, based on classical mean and
covariance, are highly sensitive to outliers. Therefore, outlier influence on location and scale
estimation will affect the accuracy of a discriminant rule and lead to high misclassification
rates. The past studies used classical Mahalanobis Squared Distance (MSD) to alleviate the
problem. However, the highly sensitive mean and covariance shortcoming can still affect
the distance computation, causing masking and swamping effects. In a previous study,
researchers proposed a double trimming procedure that adopted MSD-based a-trimmed
mean into MSD-based a-trimmed median to construct a robust classifier. However, the
proposed procedure has an overlooked flaw because the procedure employed the MSD in
the computation. Thus, this study proposed to employ a robust MSD for the distance-based
trimmed median procedure. The improvised trimmed median was then used to construct
a robust linear discriminant rule and compared with the classical and existing robust
rules using a simulation study. The results show that this study’s proposed robust linear
discriminant rule has better accuracy and consistent performance than the classical linear
discriminant rule and two other robust linear discriminant rules.
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Since actual population parameters are usually unattainable, the Classical Linear

Discriminant Rule (CLDR) will be constructed based on estimated mean vectors (X1, X2)

and scatter matrices (S; and S,). For example, suppose that a set of d-dimensional training

data consists of n; and n, observations corresponding to populations wr, and m,, the allocation

rule of new unknown observation (x,) is defined as Equation 1 (Johnson & Wichern, 2013):
If

(%2 = %) S5tea {0 — 3 (a + %)} = n <Z—j> (1)

then x, € m,, otherwise, x, € ..
where the threshold for the decision rule is decided by the prior probability of the original
population of an observation, p;, and p,.

Notably, the classical mean is extremely sensitive to outliers. Even one outlier distorts
the location estimation and influences (co)variance accuracy (Erceg-hurn et al., 2013).
Therefore, CLDR’s affected mean and covariance will result in a high misclassification
rate. Pang et al. (2019) adopted and modified Alloway and Raghavachari’s (1990)
Mahalanobis Squared Distance (MSD) based a-Trimmed Mean into an MSD-based
a-Trimmed Median to construct a robust classifier and obtained practical results compared
to the former and classical estimations.

This paper further explores the Distance-based a-Trimmed Median by Pang et al.
(2019). The double trimming procedure employed in Pang et al. (2019) used MSD-based
trimming as the first layer and Median act as the second trimming has an overlooked
flaw, such that the MSD computation itself, which is also based on the outlier sensitive
mean vector (X) and covariance matrix (S). The notation for MSD for each d-dimensional
observation x; fori = 1, ... , n is written in Equation 2 (Hadi et al., 2009; Rousseeuw &
Van Zomeren, 1990).

MSD(x;) = (x; —X)TS™ (x; — %) (2)

Suppose outlier(s) exist in the data. It will result in an inaccurate mean vector and
covariance matrix and cause classical MSD to suffer from outliers’ secondary effects,
masking, and swamping effects. Masking effect or outlier false negative which higher
distance measurement outliers masked the supposedly less-far outliers. The swamping effect
or false positive outlier refers to the shift of the MSD’s centroid, causing good observations
to appear as outliers. While the high-distance observations were deemed contaminated
and trimmed, there are possibilities that outliers may remain in the multivariate data set
(Pang et al., 2021). Hence, such a situation may cause any estimation from the trimmed
data to be inaccurate. Previous researchers had robustified the distance measurement by
using other robust estimators such as M-estimator, Minimum Volume Ellipsoid (MVE),
and Minimum Covariance Determinant (MCD) to overcome the masking and swamp
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problems (Campbell, 1980; Penny & Jolliffe, 2001; Rousseeuw, 1985; Rousseeuw & Van
Driessen, 1999; Rousseeuw & Van Zomeren, 1990). Therefore, this study robustified the
classical MSD with a robust location estimator, median and robust scale estimator, and
Robust Covariance (Sg) to improve the performance of the distance-based procedure in
Pang et al. (2019).

The rest of this paper follows: The materials and methods section discusses the
formulae, methods, and simulation settings, while the results and discussions section
highlights and interprets the simulation results and ends with a conclusion.

MATERIALS AND METHODS

The classical estimators X and Spgoleq in CLDR were substituted with robust estimators to
construct Robust Linear Discriminant Rules (RLDR). Three robust location estimators were
employed in this study, namely (i) a-Trimmed Mean based on classical MSD ()_((Msp,a)), (i1)
o-Trimmed Median based on classical MSD (IVI(MSDR,O() ), and (iii) a-Trimmed Median based
on robust MSD (M msp «)). All three robust location estimators were paired with the same
robust scale estimator, Winsorized Robust Covariance (Sgw), to reduce unconformity other
than the location estimations when comparing the performance of the robust classifiers.
The three pairs of robust location and scale estimators were then substituted into Equation
1 to construct RLDRy,;, RLDRy, and RLDRg. A total of four classifiers (one classical and
three robust) were constructed and listed in Table 1. The other formulae and procedures
involved in this study are discussed in the subsequent subsections.

Table 1
Classifiers’ notation with paired location and scale estimator
Classifier Notation Location Estimator Scale Estimator
i) CLDR CLDR X S
ii) RLDRg, R(a) M (MsDga) Sew
iii) RLDRy, T(a) M (msp,a) Srw
iv) RLDR M(a) X (MsD,a) Srw

Robust Covariance

The Robust Covariance (Sg) is a direct substitution of robust components, Rescaled Median
Absolute Deviation (MAD,) and Spearman Rho (ps), into the components of classical
variance-covariance matrix, o and p, as shown in Equations 3 and 4 (Abu-Shawiesh &
Abdullah, 2001; Lim et al., 2016; Pang et al. 2019; Yahaya et al., 2016):

Sij = pij X 0; X gj 3)

SRi]. = Ps;; X MAD,, X MADn]. 4
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Robust Mahalanobis Squared Distance

As mentioned earlier, to alleviate outliers’ masking and to swamp the effect on the distance-
based trimming algorithm, Median (1\7[) was chosen as it is a well-known classical location
estimator with high outliers tolerance. The classical MSD was robustified as MSDy using
(M) and Sg in Equation 5:

MSDg(x;) = (x; — M) Sg!(x; — M) (5)

Distance-Based Trimming Algorithm

In order to examine the effect of different trimming percentages on robust classifiers’ ability
to handle outliers, a is set to be 20% and 40%. The selection of these trimming percentages
illustrates the difference in using either moderate or high trimming percentages to lower
the misclassification rates. The following algorithm was carried out to compute the three
robust location and scale estimations:

Step 1: Compute the distance measurement (MSD or MSDy);

Step 2: Arrange the distance measurement in ascending order;

Step 3: Trim a% of the highest distance for each population (o = 20% or 40%);

Step 4: Compute the mean or median based on the trimmed sample;

Step 5:  Winsorize all the trimmed observations (a%) by replacing them with the next

0% highest MSD observations in the remaining samples;
Step 6: Compute Sgw based on the winsorized observations.

Simulation Settings

The performance of a classifier depends on classification accuracy, i.e., the lower the
misclassification rates, the better the classifier. Therefore, the classical and robust discriminant
rules (CLDR, RLDRg, RLDRy, and RLDR;) were examined via simulation study using the
Tukey-Huber Contamination Model (THCM), as shown in Equation 6 (Huber, 1964;
Tukey, 1962). THCM was employed in various previous robust discriminant studies to
generate data for classifier validation (Croux & Dehon, 2001; He & Fung, 2000; Hubert
& Van Driessen, 2004; Lim et al., 2016; Pang et al., 2019; Todorov & Pires, 2007; Yahaya
etal., 2016).

m: (1 —e)nyNg(0,13) + eny Ny (0 + p, wly)

(6

my: (1 —e)ny,Ny(1,15) + eny Ny (1 — p, wly) )
According to THCM, the underlying distribution for populations 7, and 7, are d-dimensional

Normal Distributions with locations centered at 0 and 1, respectively, and scaled with

d-dimensional Identity Matrices (I,). The simulation settings used in this study are shown

in Table 2.
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Table 2
Simulation parameters settings
Contamination Parameters Controlled Setting

Data Dimensions (d) 2;6
Contamination Percentage (&) 0%; 10%; 20%; 40%
Training Sample Size (n,, n,) (20,20); (50,50); (100,100)
Contaminants Location Shift (u) 0;3;5
Contaminants Covariance Amplification (@) 1;9; 25; 100

The procedure for the simulation study is as follows:

Step 1:  Generate training data according to one of each parameter setting in Table 2;

Step 2: Construct a discriminant rule based on the training data;

Step 3:  Generate 2,000 uncontaminated testing samples for each population and
record the misclassification rate;

Step 4: Repeat Step 1 to Step 3 for 2,000 iterations;

Step 5: Calculate the mean misclassification rate of the 2,000 iterations.

RESULTS AND DISCUSSION

The average misclassifications of the seven classifiers on the 204 data distributions from
2,000 iterations were recorded and organized according to training samples’ size and data
dimension in Tables 3, 5,7, 9, 11, and 13. The performance of the classifiers was compared
separately as two categories for different trimming percentages (o), i.e., i) CLDR vs.
RLDRs (0=40%) and ii) CLDR vs. RLDRs (0d=20%). The lowest misclassification rates
were bolded with grey highlights for each category. Additionally, descriptive statistics
(Tables 4, 6, 8, 10, 12, and 14) were conducted on the simulation results to illustrate the
classifiers’ performance better. Similar to the performance comparison, the lowest mean
and standard deviation for each category were bolded with grey highlights.

Based on the results in Tables 3, 5,7, 9, 11, and 13, CLDR undoubtedly performed the
best amongst the classifiers when dealing with non-contaminated training data (e=0, u=0,
w=1) for all sample size-dimension combinations. Contrarily, when the classifiers deal with
contaminated training data, the robust classifiers perform better than the classical classifier
as CLDR constantly remains at high misclassification rates. However, throughout the 198
contaminated data distributions, neither robust classifier illustrated an overall dominant
performance over one another regardless of trimming percentage.

Firstly, comparing RLDRy and RLDR; performance in handling contaminated data (198
distributions), there were 149 and 153 occasions where RLDRy was better than RLDRy,
at a trimming percentage of 40% and 20%, respectively. At the data distributions where
RLDRy outperforms RLDRy, the maximum difference may increase up to 0.2669 (Table
13, n=100, d=6, e=40%, u=5, w=1, a=40%) and 0.2164 (Table 5, n=20, d=6, e&=20%, u=>5,
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Table 3
Misclassification rate for sample size (20,20) at d=2
& M [ CLDR R=0.9) T (a=0.4) M=0.4y R02) T =02 Moo
0 0 1 0.2511 0.2767 0.2689 0.2641 0.2689 0.2656 0.2614
10 O 9 0.3178 0.2765 0.2747 0.2704 0.2671 0.2653 0.2611
10 0 25 0.4205 0.2765 0.2816 0.2798 0.2666 0.2651 0.2612
10 0 100 0.4903 0.2764 0.2903 0.2919 0.2665 0.2650 0.2629
10 3 1 0.3389 0.2898 0.2936 0.2880 0.2723 0.2740 0.2687
10 3 9 0.3884 0.2781 0.2798 0.2756 0.2677 0.2663 0.2619
10 3 25 0.4527 0.2768 0.2838 0.2831 0.2669 0.2653 0.2618
10 3 100 0.4937 0.2764 0.2919 0.2932 0.2666 0.2653 0.2630
10 5 1 0.4987 0.2902 0.3004 0.2944 0.2698 0.2693 0.2639
10 5 9 0.4548 0.2799 0.2827 0.2783 0.2680 0.2676 0.2634
10 5 25 0.4755 0.2774 0.2850 0.2847 0.2669 0.2664 0.2627
10 5 100 0.4961 0.2764 0.2922 0.2934 0.2667 0.2655 0.2623
20 0 9 0.3624 0.2777 0.2761 0.2735 0.2628 0.2639 0.2604
20 0 25 0.4637 0.2777 0.2804 0.2822 0.2615 0.2631 0.2603
20 0 100 0.4995 0.2779 0.2838 0.2802 0.2615 0.2629 0.2638
20 3 1 0.5770 0.3004 0.3102 0.3141 0.2918 0.3152 0.3454
20 3 9 0.5083 0.2796 0.2822 0.2827 0.2627 0.2649 0.2613
20 3 25 0.5041 0.2781 0.2840 0.2863 0.2617 0.2633 0.2604
20 3 100 0.5027 0.2778 0.2847 0.2914 0.2615 0.2629 0.2638
20 5 1 0.6530 0.2931 0.2955 0.2929 0.2607 0.3010 0.3871
20 5 9 0.6039 0.2826 0.2855 0.2864 0.2629 0.2655 0.2630
20 5 25 0.5310 0.2788 0.2856 0.2882 0.2617 0.2638 0.2613
20 5 100 0.5053 0.2778 0.2855 0.2921 0.2616 0.2630 0.2640
40 0 9 0.4100 0.2714 0.2732 0.2730 0.2774 0.2769 0.3465
40 0 25 0.4804 0.2694 0.2722 0.2830 0.2775 0.2774 0.4523
40 0 100 0.4975 0.2689 0.2714 0.3160 0.2781 0.2777 0.4971
40 3 1 0.7061 0.4763 0.5428 0.6530 0.5432 0.5828 0.6756
40 3 9 0.6106 0.2730 0.2815 0.3014 0.2908 0.2954 0.4685
40 3 25 0.5174 0.2692 0.2737 0.2955 0.2821 0.2837 0.4872
40 3 100 0.5005 0.2689 0.2719 0.3179 0.2790 0.2792 0.4995
40 5 1 0.6955 0.3039 0.5061 0.6753 0.4716 0.5642 0.6941
40 5 9 0.6693 0.2735 0.2878 0.3382 0.3059 0.3135 0.5694
40 5 25 0.5446 0.2692 0.2747 0.3053 0.2848 0.2881 0.5099
40 5 100 0.5023 0.2688 0.2723 0.3195 0.2798 0.2801 0.5011
Table 4
Summary of misclassification rate for sample size (20,20) at d=2
CLDR R-0.9) T (e=0.4) Mo=0.4) R-02) Ta02) M-0.2)
Mean 0.4978 0.2843 0.2972 0.3131 0.2851 0.2914 0.3514
Std.Dev. 0.0998 0.0344 0.0577 0.0891 0.0572 0.0719 0.1295
Min 0.2511 0.2688 0.2689 0.2641 0.2607 0.2629 0.2603
Max 0.7061 0.4763 0.5428 0.6753 0.5432 0.5828 0.6941
Range 0.4550 0.2075 0.2739 0.4112 0.2825 0.3199 0.4338
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Table 5
Misclassification rate for sample size (20,20) at d=6
& M [ CLDR R=o0.49y T =04 M=0.9) R=0.2) T02) Momo.2)
0 0 1 0.1409 0.1948 0.1907 0.1835 0.1748 0.1735 0.1673
10 0 9 0.2108 0.1942 0.1886 0.1819 0.1711 0.1711 0.1645
10 0 25 0.2543 0.1944 0.1884 0.1819 0.1707 0.1712 0.1645
10 0 100 0.2725 0.1944 0.1887 0.1821 0.1711 0.1714 0.1648
10 3 1 0.3915 0.2034 0.2076 0.1994 0.1736 0.2098 0.2046
10 3 9 0.2679 0.1958 0.1923 0.1846 0.1721 0.1715 0.1651
10 3 25 0.2655 0.1943 0.1896 0.1825 0.1718 0.1715 0.1651
10 3 100 0.2733 0.1945 0.1887 0.1820 0.1710 0.1713 0.1648
10 5 1 0.4998 0.2032 0.2045 0.1964 0.1725 0.1889 0.1884
10 5 9 0.3253 0.1967 0.1938 0.1861 0.1724 0.1718 0.1656
10 5 25 0.2783 0.1946 0.1900 0.1827 0.1723 0.1714 0.1650
10 5 100 0.2742 0.1945 0.1888 0.1822 0.1713 0.1713 0.1649
20 0 9 0.2514 0.1924 0.1870 0.1789 0.1649 0.1678 0.1613
20 0 25 0.3613 0.1916 0.1862 0.1780 0.1649 0.1678 0.1613
20 0 100 0.4694 0.1923 0.1867 0.1784 0.1651 0.1676 0.1610
20 3 1 0.5365 0.2139 0.3438 0.3825 0.2549 0.3836 0.4601
20 3 9 0.3933 0.1945 0.1898 0.1817 0.1653 0.1666 0.1606
20 3 25 0.4204 0.1923 0.1871 0.1789 0.1646 0.1676 0.1611
20 3 100 0.4780 0.1919 0.1869 0.1789 0.1652 0.1677 0.1610
20 5 1 0.5668 0.1994 0.3348 0.4499 0.1678 0.3842 0.5837
20 5 9 0.4956 0.1949 0.1935 0.1855 0.1636 0.1652 0.1596
20 5 25 0.4625 0.1941 0.1886 0.1804 0.1650 0.1670 0.1607
20 5 100 0.4846 0.1920 0.1869 0.1791 0.1651 0.1676 0.1610
40 0 9 0.3240 0.1833 0.1845 0.1780 0.1912 0.1920 0.2773
40 0 25 0.4563 0.1828 0.1837 0.1763 0.1930 0.1948 0.4285
40 0 100 0.4991 0.1834 0.1829 0.1749 0.1930 0.1948 0.4933
40 3 1 0.6433 0.4665 0.5349 0.6055 0.5181 0.5511 0.6275
40 3 9 0.6382 0.1817 0.1833 0.1775 0.2229 0.2303 0.4610
40 3 25 0.5355 0.1832 0.1831 0.1753 0.1989 0.2010 0.4833
40 3 100 0.5035 0.1834 0.1832 0.1751 0.1942 0.1951 0.4970
40 5 1 0.6137 0.2644 0.5186 0.6406 0.4709 0.5303 0.6589
40 5 9 0.7232 0.1809 0.1838 0.1800 0.2623 0.2805 0.5876
40 5 25 0.5805 0.1829 0.1828 0.1745 0.2069 0.2119 0.5185
40 5 100 0.5070 0.1832 0.1832 0.1748 0.1959 0.1955 0.4992
Table 6
Summary on misclassification rate for sample size (20,20) at d=6
CLDR R(a=0.4) T(a=0.4) M(a=0.4) R(a=0.2) T(a=0.2) M(a=0.2)
Mean 0.4235 0.2023 0.2173 0.2209 0.2005 0.2166 0.2961
Std.Dev. 0.1413 0.0481 0.0853 0.1152 0.0774 0.0965 0.1751
Min 0.1409 0.1809 0.1828 0.1745 0.1636 0.1652 0.1596
Max 0.7232 0.4665 0.5349 0.6406 0.5181 0.5511 0.6589
Range 0.5823 0.2856 0.3521 0.4661 0.3545 0.3859 0.4993
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Table 7
Misclassification rate for sample size (50,50) at d=2
& u (& CLDR Ra-0.4) Ta=0.4) M —p.4) R-0.2) Ta=0.2 M—o.2)
0 0 1 0.2442 0.2550 0.2515 0.2496 0.2516 0.2499 0.2483
10 0 9 0.2759 0.2548 0.2558 0.2547 0.2507 0.2503 0.2488
10 0 25 0.3863 0.2548 0.2641 0.2664 0.2506 0.2509 0.2500
10 0 100 0.4842 0.2549 0.2765 0.2833 0.2505 0.2511 0.2506
10 3 1 0.2960 0.2628 0.2658 0.2623 0.2531 0.2545 0.2519
10 3 9 0.3610 0.2556 0.2585 0.2576 0.2509 0.2507 0.2492
10 3 25 0.4441 0.2550 0.2662 0.2696 0.2506 0.2509 0.2502
10 3 100 0.4916 0.2549 0.2774 0.2848 0.2505 0.2513 0.2508
10 5 1 0.4986 0.2633 0.2717 0.2677 0.2524 0.2523 0.2502
10 5 9 0.4732 0.2568 0.2615 0.2610 0.2511 0.2512 0.2494
10 5 25 0.4870 0.2552 0.2672 0.2716 0.2506 0.2510 0.2502
10 5 100 0.4963 0.2549 0.2779 0.2856 0.2505 0.2513 0.2510
20 0 9 0.3055 0.2552 0.2561 0.2559 0.2491 0.2503 0.2483
20 O 25 0.4277 0.2551 0.2623 0.2651 0.2487 0.2500 0.2479
20 0 100 0.4911 0.2551 0.2671 0.2731 0.2486 0.2499 0.2487
20 3 1 0.6202 0.2699 0.2770 0.2769 0.2634 0.2814 0.2967
20 3 9 0.5334 0.2566 0.2588 0.2591 0.2493 0.2508 0.2485
20 3 25 0.5062 0.2554 0.2629 0.2662 0.2487 0.2502 0.2479
20 3 100 0.4993 0.2552 0.2675 0.2740 0.2486 0.2500 0.2487
20 5 1 0.6911 0.2669 0.2693 0.2656 0.2484 0.2705 0.3282
20 5 9 0.6795 0.2578 0.2590 0.2608 0.2492 0.2508 0.2487
20 5 25 0.5590 0.2559 0.2629 0.2662 0.2487 0.2505 0.2482
20 5 100 0.5048 0.2554 0.2680 0.2746 0.2487 0.2500 0.2486
40 0 9 0.3491 0.2528 0.2536 0.2523 0.2548 0.2545 0.2897
40 0 25 0.4571 0.2521 0.2534 0.2527 0.2551 0.2550 0.4075
40 0 100 0.4965 0.2520 0.2533 0.2640 0.2549 0.2551 0.4925
40 3 1 0.7328 0.4645 0.5662 0.6920 0.5686 0.6159 0.7046
40 3 9 0.6767 0.2537 0.2550 0.2580 0.2603 0.2638 0.4598
40 3 25 0.5499 0.2522 0.2537 0.2546 0.2568 0.2579 0.4854
40 3 100 0.5035 0.2520 0.2534 0.2658 0.2552 0.2557 0.4999
40 5 1 0.7252 0.2759 0.5070 0.7049 0.4599 0.5954 0.7175
40 5 9 0.7172 0.2537 0.2576 0.2822 0.2688 0.2773 0.6317
40 5 25 0.5992 0.2522 0.2536 0.2582 0.2581 0.2599 0.5379
40 5 100 0.5080 0.2520 0.2534 0.2677 0.2556 0.2563 0.5042
Table 8
Summary on misclassification rate for sample size (50,50) at d=2
CLDR R(a=0.4) T(a=0.4) M(a=0.4) R(a=0.2) T(a=0.2) M(a=0.2)
Mean 0.5021 0.2626 0.2784 0.2913 0.2680 0.2755 0.3409
Std.Dev. 0.1266 0.0355 0.0654 0.1022 0.0631 0.0829 0.1427
Min 0.2442 0.2520 0.2515 0.2496 0.2484 0.2499 0.2479
Max 0.7328 0.4645 0.5662 0.7049 0.5686 0.6159 0.7175
Range 0.4886 0.2125 0.3147 0.4553 0.3202 0.3660 0.4696
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Table 9
Misclassification rate for sample size (50,50) at d=6
& M o CLDR R=0.9) T (a=0.4) M y=0.4) R-02) T =02 M=0.2)
0 0 1 0.1214 0.1449 0.1420 0.1385 0.1364 0.1359 0.1329
10 0 9 0.1812 0.1448 0.1423 0.1385 0.1355 0.1343 0.1311
10 0 25 0.2696 0.1450 0.1430 0.1393 0.1354 0.1342 0.1309
10 0 100 0.4413 0.1448 0.1434 0.1397 0.1355 0.1336 0.1305
10 3 1 0.3286 0.1522 0.1523 0.1475 0.1353 0.1524 0.1487
10 3 9 0.2757 0.1460 0.1450 0.1408 0.1355 0.1340 0.1308
10 3 25 0.3288 0.1449 0.1435 0.1398 0.1356 0.1341 0.1308
10 3 100 0.4572 0.1449 0.1433 0.1397 0.1354 0.1337 0.1305
10 5 1 0.5004 0.1524 0.1499 0.1451 0.1348 0.1419 0.1402
10 5 9 0.3809 0.1470 0.1463 0.1421 0.1354 0.1340 0.1308
10 5 25 0.3812 0.1451 0.1440 0.1401 0.1355 0.1339 0.1307
10 5 100 0.4675 0.1449 0.1433 0.1398 0.1354 0.1337 0.1305
20 O 9 0.1980 0.1442 0.1421 0.1388 0.1316 0.1335 0.1304
20 O 25 0.3534 0.1440 0.1454 0.1426 0.1316 0.1333 0.1302
20 0 100 0.4871 0.1442 0.1505 0.1484 0.1316 0.1329 0.1298
20 3 1 0.5611 0.1596 0.2614 0.2981 0.2079 0.3228 0.4302
20 3 9 0.4948 0.1455 0.1437 0.1398 0.1312 0.1326 0.1296
20 3 25 0.4977 0.1444 0.1449 0.1419 0.1315 0.1334 0.1301
20 3 100 0.5036 0.1440 0.1499 0.1479 0.1317 0.1330 0.1299
20 5 1 0.6101 0.1486 0.2497 0.3910 0.1325 0.3268 0.6372
20 5 9 0.6776 0.1464 0.1444 0.1403 0.1308 0.1319 0.1290
20 5 25 0.5911 0.1447 0.1444 0.1411 0.1314 0.1333 0.1300
20 5 100 0.5146 0.1443 0.1494 0.1472 0.1317 0.1330 0.1298
40 O 9 0.2487 0.1391 0.1400 0.1353 0.1476 0.1465 0.2029
40 O 25 0.4247 0.1390 0.1397 0.1351 0.1483 0.1475 0.3767
40 0 100 0.4949 0.1391 0.1398 0.1352 0.1487 0.1479 0.4909
40 3 1 0.7165 0.4905 0.5410 0.6529 0.5432 0.5722 0.6814
40 3 9 0.7623 0.1383 0.1382 0.1334 0.1733 0.1798 0.5195
40 3 25 0.5995 0.1387 0.1395 0.1345 0.1540 0.1546 0.4967
40 3 100 0.5101 0.1389 0.1398 0.1351 0.1495 0.1488 0.5015
40 5 1 0.6793 0.2704 0.5172 0.6895 0.4747 0.5486 0.7132
40 5 9 0.8173 0.1376 0.1377 0.1329 0.2155 0.2345 0.7144
40 5 25 0.6701 0.1385 0.1388 0.1337 0.1599 0.1625 0.5800
40 5 100 0.5195 0.1388 0.1398 0.1350 0.1503 0.1501 0.5089
Table 10
Summary on misclassification rate for sample size (50,50) at d=6
CLDR R(a=0.4) T(a=0.4) M(a=0.4) R(a=0.2) T(a=0.2) M(a=0.2)
Mean 0.4725 0.1581 0.1728 0.1830 0.1651 0.1787 0.2830
Std.Dev. 0.1664 0.0618 0.0930 0.1318 0.0885 0.1062 0.2104
Min 0.1214 0.1376 0.1377 0.1329 0.1308 0.1319 0.1290
Max 0.8173 0.4905 0.5410 0.6895 0.5432 0.5722 0.7144
Range 0.6959 0.3529 0.4033 0.5566 0.4124 0.4403 0.5854
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Table 11
Misclassification rate for sample size (100,100) at d=2
& M o CLDR R=0.9) T (a=0.4) M y=0.4) R-02) T =02 M=0.2)
0 0 1 0.2420 0.2482 0.2462 0.2452 0.2461 0.2452 0.2442
10 0 9 0.2587 0.2482 0.2492 0.2488 0.2456 0.2454 0.2446
10 0 25 0.3447 0.2481 0.2563 0.2588 0.2455 0.2460 0.2459
10 0 100 0.4800 0.2481 0.2689 0.2773 0.2455 0.2469 0.2475
10 3 1 0.2741 0.2531 0.2548 0.2522 0.2471 0.2478 0.2464
10 3 9 0.3270 0.2484 0.2511 0.2506 0.2457 0.2458 0.2450
10 3 25 0.4234 0.2482 0.2569 0.2607 0.2456 0.2460 0.2460
10 3 100 0.4929 0.2481 0.2696 0.2790 0.2455 0.2469 0.2474
10 5 1 0.5010 0.2533 0.2594 0.2563 0.2467 0.2467 0.2454
10 5 9 0.4804 0.2490 0.2523 0.2522 0.2458 0.2460 0.2451
10 5 25 0.4917 0.2483 0.2567 0.2609 0.2456 0.2460 0.2459
10 5 100 0.5012 0.2482 0.2698 0.2797 0.2455 0.2469 0.2474
20 O 9 0.2745 0.2479 0.2490 0.2493 0.2446 0.2453 0.2442
20 O 25 0.3929 0.2479 0.2549 0.2580 0.2443 0.2452 0.2439
20 0 100 0.4896 0.2480 0.2617 0.2668 0.2443 0.2451 0.2439
20 3 1 0.6542 0.2573 0.2628 0.2615 0.2528 0.2650 0.2732
20 3 9 0.5678 0.2488 0.2498 0.2500 0.2446 0.2454 0.2442
20 3 25 0.5237 0.2481 0.2537 0.2575 0.2443 0.2453 0.2440
20 3 100 0.5042 0.2481 0.2617 0.2678 0.2443 0.2452 0.2439
20 5 1 0.7124 0.2554 0.2577 0.2548 0.2442 0.2584 0.2931
20 5 9 0.7158 0.2499 0.2493 0.2497 0.2446 0.2454 0.2442
20 5 25 0.6061 0.2483 0.2521 0.2557 0.2443 0.2454 0.2439
20 5 100 0.5144 0.2481 0.2613 0.2678 0.2443 0.2453 0.2440
40 O 9 0.3063 0.2468 0.2470 0.2461 0.2476 0.2476 0.2645
40 O 25 0.4346 0.2463 0.2471 0.2464 0.2476 0.2478 0.3655
40 0 100 0.4940 0.2462 0.2469 0.2479 0.2474 0.2476 0.4788
40 3 1 0.7442 0.4503 0.5969 0.7147 0.5946 0.6475 0.7236
40 3 9 0.7162 0.2471 0.2472 0.2471 0.2503 0.2523 0.4543
40 3 25 0.5867 0.2463 0.2472 0.2463 0.2483 0.2490 0.4791
40 3 100 0.5076 0.2462 0.2470 0.2480 0.2475 0.2479 0.4949
40 5 1 0.7389 0.2605 0.5148 0.7231 0.4514 0.6276 0.7312
40 5 9 0.7372 0.2470 0.2481 0.2561 0.2554 0.2611 0.6729
40 5 25 0.6453 0.2464 0.2472 0.2468 0.2491 0.2500 0.5635
40 5 100 0.5159 0.2462 0.2469 0.2485 0.2478 0.2481 0.5065
Table 12
Summary on misclassification rate for sample size (100,100) at d=2
CLDR R(a=0.4) T(a=0.4) M(a=0.4) R(a=0.2) T(a=0.2) M(a=0.2)
Mean 0.5059 0.2549 0.2718 0.2833 0.2628 0.2710 0.3367
Std.Dev. 0.1456 0.0342 0.0720 0.1093 0.0674 0.0918 0.1501
Min 0.2420 0.2462 0.2462 0.2452 0.2442 0.2451 0.2439
Max 0.7442 0.4503 0.5969 0.7231 0.5946 0.6475 0.7312
Range 0.5022 0.2041 0.3507 0.4779 0.3504 0.4024 0.4873
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Table 13
Misclassification rate for sample size (100,100) at d=6
& M o CLDR R=0.9) T (a=0.4) M y=0.4) R-02) T =02 M=0.2)
0 0 1 0.1157 0.1279 0.1261 0.1243 0.1235 0.1228 0.1213
10 0 9 0.1505 0.1274 0.1270 0.1254 0.1222 0.1220 0.1204
10 0 25 0.2252 0.1275 0.1294 0.1282 0.1223 0.1221 0.1207
10 0 100 0.4310 0.1275 0.1382 0.1384 0.1223 0.1228 0.1217
10 3 1 0.2740 0.1315 0.1316 0.1287 0.1224 0.1313 0.1288
10 3 9 0.2414 0.1279 0.1282 0.1263 0.1223 0.1223 0.1206
10 3 25 0.3142 0.1274 0.1295 0.1281 0.1223 0.1223 0.1208
10 3 100 0.4562 0.1274 0.1380 0.1383 0.1223 0.1229 0.1218
10 5 1 0.4991 0.1316 0.1301 0.1274 0.1222 0.1256 0.1244
10 5 9 0.4000 0.1285 0.1290 0.1267 0.1223 0.1221 0.1204
10 5 25 0.4072 0.1275 0.1294 0.1278 0.1223 0.1223 0.1208
10 5 100 0.4736 0.1274 0.1377 0.1380 0.1224 0.1229 0.1217
20 O 9 0.1587 0.1273 0.1263 0.1247 0.1213 0.1225 0.1207
20 O 25 0.2921 0.1273 0.1298 0.1292 0.1213 0.1223 0.1204
20 0 100 0.4684 0.1272 0.1357 0.1355 0.1212 0.1219 0.1202
20 3 1 0.5866 0.1367 0.2081 0.2341 0.1783 0.2737 0.3957
20 3 9 0.5381 0.1280 0.1266 0.1248 0.1211 0.1221 0.1202
20 3 25 0.5044 0.1274 0.1282 0.1271 0.1213 0.1223 0.1204
20 3 100 0.4960 0.1274 0.1351 0.1348 0.1212 0.1220 0.1202
20 5 1 0.6526 0.1298 0.1968 0.3281 0.1216 0.2800 0.6842
20 5 9 0.7669 0.1288 0.1268 0.1249 0.1208 0.1217 0.1198
20 5 25 0.6490 0.1276 0.1267 0.1253 0.1212 0.1224 0.1203
20 5 100 0.5147 0.1274 0.1343 0.1339 0.1213 0.1220 0.1202
40 O 9 0.1893 0.1250 0.1255 0.1232 0.1285 0.1281 0.1585
40 O 25 0.3682 0.1250 0.1255 0.1232 0.1290 0.1287 0.3053
40 0 100 0.4853 0.1250 0.1253 0.1229 0.1291 0.1288 0.4745
40 3 1 0.7677 0.5069 0.5553 0.6932 0.5673 0.5954 0.7254
40 3 9 0.8194 0.1245 0.1238 0.1216 0.1445 0.1484 0.5534
40 3 25 0.6495 0.1249 0.1249 0.1225 0.1323 0.1326 0.5001
40 3 100 0.5128 0.1250 0.1253 0.1230 0.1296 0.1295 0.4960
40 5 1 0.7300 0.2669 0.5338 0.7277 0.4822 0.5756 0.7511
40 5 9 0.8526 0.1240 0.1235 0.1213 0.1781 0.1905 0.7862
40 5 25 0.7379 0.1248 0.1243 0.1219 0.1356 0.1373 0.6380
40 5 100 0.5306 0.1250 0.1253 0.1229 0.1300 0.1300 0.5119
Table 14
Summary on misclassification rate for sample size (100,100) at d=6
CLDR R(a=0.4) T(a=0.4) M(a=0.4) R(a=0.2) T(a=0.2) M(a=0.2)
Mean 0.4782 0.1427 0.1577 0.1707 0.1513 0.1635 0.2802
Std.Dev. 0.1985 0.0677 0.0984 0.1403 0.0949 0.1118 0.2293
Min 0.1157 0.1240 0.1235 0.1213 0.1208 0.1217 0.1198
Max 0.8526 0.5069 0.5553 0.7277 0.5673 0.5954 0.7862
Range 0.7369 0.3829 0.4318 0.6064 0.4465 0.4737 0.6664
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=1, 0=20%). On the contrary, in the 49 and 45 instances where RLDR; outperforms
RLDRg, only a small difference margin with maximum of 0.0060 (Table 5, n=20, d=6,
e=10%, u=0, =25, 0=40%) and 0.0019 (Table 9, n=50, d=6, e=10%, =0, ©v=100, a=20%)
are observed. It implied that employing robust MSD yields better results than the classical
MSD during the distance-based trimming procedure.

Moving on to the comparison between RLDRy and RLDRy,, the performance of both
robust classifiers in terms of occasions are comparable in both 0=40% and 0=20%. A total of
88 and 99 per 198 occasions were found where RLDR; outperforms RLDR, for trimming
percentages of 40% and 20%, respectively. When 40% trimming was applied, the maximum
difference in misclassification rates when RLDRy, achieved lower misclassification was
0.0139 (Table 5, n=20, d=6, e=20%, u=0, ®=100), while RLDRy outperforms with a
maximum difference of 0.4626 (Table 11, n=100, d=2, e&=40%, u=5, v=1). On the other
hand, in 20% trimming category, the maximum differences in misclassification rates are
0.0073 (RLDRy; < RLDRg; Table 5, n=20, d=6, e=10%, u=5, ©=25) and 0.6081 (RLDRy;
> RLDRg; Table 13, n=100, d=6, e&=40%, u=5, ©=9). The comparison between these two
robust classifiers shows that despite the high number of occasions where RLDRy, is better,
the misclassification rates yielded are not substantially lower than RLDRy, whereas RLDRy
yielded noticeably better performance.

In addition to evaluating the classifiers’ performance, the descriptive statistics in Tables
4, 6,8, 10, 12, and 14 can help the classifiers’ assessment. Even though CLDR was the
best classifier in non-contaminated data distribution, poor overall descriptive statistics are
expected. CLDR had the highest mean of misclassification rates. Notably, regardless of
trimming percentages, RLDRy achieved the lowest mean, standard deviation, and range
compared to the other robust classifiers. The comparisons of descriptive statistics between
the three classifiers in both trimming categories showed that RLDR; yielded averagely
lower and relatively consistent misclassifications.

In summary, applying Robust MSD in distance-based trimming procedure to the method
in Pang et al. (2019) showed improvement with a much lower misclassification rate and
stable performance presented in RLDRg.

CONCLUSION

The established THCM considered contamination from both location and covariance
aspects. Based on the simulation results in this study, it is noticeable that the increment
of location and/or covariance contaminations led to an increment in misclassification
rates in the classical rule. Despite CLDR showing optimal results when dealing with non-
contaminated data, the CLDR should be applied with caution as non-contaminated data
are hardly attainable in real-life applications. On the other hand, the simulation study has
shown promising outcomes from RLDRy, as it outperforms CLDR, RLDRy, ,,s RLDRy; when
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dealing with outliers in 2- and 6-dimensional contaminated distributions where n=20, 50,
and 100. One should note that the performance of a classifier should not be determined by
the number of occasions it bests the others but should also consider the overall performance.
Based on the performance of RLDRy in the simulation study, researchers could consider
employing RLDRy, if data contamination is suspected.

The main goal of this study is to determine whether employing robust MSD in distance-
based trimmed median (lv[(d,(x)) can yield a lower misclassification rate in constructing
a robust classifier. It is shown that the robust classifier employed 1\7[(MSDR'(,) noticeably
outperformed M(MSD,a) with a lower and consistent misclassification rate. However, the
study was limited to comparing classical MSD (with X and S) and robust MSD (with M
and Sg) in l\’/\l(d,a). Therefore, future studies can explore ways to robustify MSD in the
distance-based trimmed median.
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ABSTRACT

The Semarang coastal area is vulnerable to floods, land subsidence, and landslides,
including Mangkang Wetan and Mangunharjo villages. The community villages struggle
with flooding every year because of the riverbank landslides. The government’s efforts
to improve the critical embankments have not yet reached these villages. The community
prevents landslides by a conventional method, such as using sacks filled with sand.
However, this effort did not make it significantly effective. Therefore, this study proposes
a vegetative approach as an alternative effort to reduce the landslide possibility and provide
directions for riverbank management. This approach emphasizes soil conservation by
applying a suitable plant type to reduce the landslides possibility. Determining the design
guidelines for the vegetative approach starts by analyzing the physical condition of the
village and the river to specify zone types; then continues by analysis of the appropriate
vegetation types. Afterward, determine the design direction for each zone and recommend a
suitable type of vegetation. The analysis results show two strategies related to the possible
application of a vegetative approach. The do-nothing strategy is for locations that cannot
physically intervene because there is no river border. In contrast, the do something strategy

is applied to locations that physically

allow for a vegetative approach at the

river border. However, no single effort can

prevent landslides, so it needs to combine
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INTRODUCTION

The increasing population and their activities have led to escalated land conversion in urban
areas, particularly from rice fields to build areas (Ducey et al., 2018; Oliver & Thomas,
2014), which further raises the risk of disasters, especially hydro-geomorphological
disasters (Barros et al., 2021; Sidle & Onda, 2004; Su et al., 2021). Hydrological processes
with natural landscapes and geomorphic processes with surface and subsurface waters in
temporal and spatial aspects define hydro-geomorphology (Barros et al., 2021; Sidle &
Onda, 2004). One of the hydro-geomorphological disasters is riverbank landslides caused
by water erosion from upstream areas.

Riverbank landslides include shallow landslides that occur due to rainfall, where
the duration of the rain is moderate to high, which is between 1-15 days with moderate
to long rain intensity, as well as in an area with soil types that are difficult to hold water
(Persichillo et al., 2017; Zézere et al., 2005). Shallow landslides are difficult to detect early
but can be mitigated through nature-based solutions, such as using the vegetation (de Jesus
Arce-Mojica et al., 2019; Kalsnes & Capobianco, 2022; Persichillo et al., 2017). Shallow
landslides are defined as landslides caused by the process of saturation of the soil layer due
to heavy rains of short duration, involving the soil layer near the surface, move quickly, can
flow, and usually occurs in flow landslides, slides, and collapses (the Indonesian Research
Institute-LIPI). However, there are several efforts to overcome riverbank landslides, and
the most common strategy is to develop an embankment made of a mixture of river stone,
cement, and sand. These strategies are considered adequate for protecting and maintaining
soil stability and preventing landslides, but it requires a high cost and does not have a
minimal environmental impact (Bariteau et al., 2013).

Handling shallow landslides that have a significant long-term impact is applying
suitable plants and involving the community in the process (Hostettler et al., 2019).
Likewise, the President of the Republic of Indonesia, Joko Widodo, has encouraged
and facilitated the local government and community to adopt the vegetative approach to
mitigate. The vegetative approach has some benefits such as increasing water absorption
using plant roots, maintaining soil stability, low cost in implementation, allowing the
community to be involved in the process and sustaining to empower the community. In
addition, this approach is in line with the recommendations of the Sendai Declaration
related to Disaster Risk Reduction, which prioritizes ecosystem-based solutions. The
Indonesian government introduced and promoted one type of plant to overcome shallow
erosions: vetiver grass. This plant is one of the most widely developed plants, which can
mitigate landslides by covering, protecting, and stabilizing the environment (Ghosh &
Bhattacharya, 2018).

The Semarang City Government also obeyed the central government’s instructions to
use vetiver grass to reduce landslides. However, semarang is highly vulnerable to disasters
(Lietal., 2016; Sherly et al., 2015), including a high potential danger of landslides (National
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Disaster Management Agency of the Republic of Indonesia, 2015). Indeed, the most
common disaster in Semarang City in 2020 was landslides in hilly and steeper slope areas
(southern and left part of Semarang) and in the downstream area (coastal areas or north
part of Semarang). This study focuses on shallow landslides in coastal areas, particularly in
Mangkang Wetan and Mangunharjo villages, where the riverbank landslides were followed
by flash floods that inundated community settlements. The existing disaster management
strategies emphasize protecting coastal areas by developing mangrove conservation
(Semarang City Government, 2016), whereas other efforts concerning shallow landslides
handling have not been further exposed. Conventionally, the community independently
makes deposits from sand-filled sacks as a prevention effort.

However, vetiver system implementation faces challenges such as lacking community
support because they do not understand the vegetation’s role in mitigating disaster risk.
Likewise, the community comprehending the riverbank’s role as river protection is lacking,
so the river border is used as a garbage disposal, even as a place to live (permanent housing).
Hence, it is essential to identify the possibility of a vegetative approach implementation
to mitigate landslides in the coastal area of Semarang, especially in Mangkang Wetan and
Mangunharjo Villages. Furthermore, the operationalization of the vegetative approach
is also crucial; it discusses the plant types and riverbank arrangement, including the
application of the vegetative approach and the appropriate design.

MATERIALS AND METHOD
Research Study Area

The research location is in the coastal landslides-prone villages, Mangkang Wetan and
Mangunharjo Villages, Tugu District (Figure 1). Geographically, theMangunharjo Village is
passed by the Beringin River, which reaches 0.03 km?, whereas the Beringin River traverses
the Mangkang Wetan Village, which reaches 0.26 km? (Semarang City Government, 2014).
The width of the Beringin River in the upstream area is 20 meters, or more extensive
than in the downstream area (Mangunharjo Village), and reaches 9.5 meters (Indrayati &
Hikmah, 2018). Therefore, the Beringin River has a distinct classification; it is classified
as a big river in the upstream area, while in the estuary area, it is classified as a small river
(Maryono, 2009).

Every rainy season, the water of the Beringin River always overflows to inundate
hundreds of houses of residents of these two villages. The flood triggered by high rainfall
prevents the river from accommodating the water discharge and causes embankment
landslides. The most significant impact of flooding occurs in the settlement located in the
riverbank area or at 1.5-2 meters from the river. Moreover, the riverbank has no buffers
that are left overgrown with weeds. Regarding the physical characteristics, this river has
a flat slope and approaches sea level elevation, so it is difficult to drain water during high
tide conditions (Figure 2).
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Figure 2. Slope of research location
Source. Spatial plan of Semarang City 2011-2031, (Semarang City Government, 2017)
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Research Method

This study reveals vegetative approach implementation that appropriates the physical
characteristic of the river to reduce the risk of riverbank landslides. The research method
used is spatial by overlaying data related to the area’s physical characteristics, such as
soil type, slope, and land use, to determine land-use changes (size and the distribution).
In addition, the vegetative approach design is formulated by comparing the government
regulation on border and riverbank arrangement, green open space alignment, and river
normalization.

The data used in this study are mainly collected from field observations, especially
those related to the physical condition of the research area, and secondary data from
government agencies such as data related to spatial planning and landslide management
policies obtained from the Semarang Central Bureau of Statistics, Semarang Development
Planning Agency, and Regional Disaster Management Agency (BPBD) of Semarang City.
Following are the research process stages.

Identification of Physical Characteristics of the Research Area

The physical characteristics revealed from the land use, soil type, rainfall, slope, disaster
mitigation reports, settlement, and dynamics data gained from government institution
websites such as Semarang Central Bureau of Statistics reports or planning or development
documents from Semarang Development Planning Agency and BPBD of Semarang City.
The analysis technique is a spatial method that produces a map of the landslides-prone
area and its level.

Analysis of Vegetative Approach

This analysis aims to determine the appropriate vegetation types for mitigating riverbank
landslides. This stage was conducted by identifying various kinds of vegetation which
can withstand landslides based on previous research (Adhitya et al., 2016; Herman et al.,
2013; Izzul et al., 2020; Mentari et al., 2018; Risdiyanto, 2019). The vegetation analyzed is
the type of vegetation that can grow in Indonesia, which means compatible to plant in the
research area. Afterward, reviewing the kind of vegetation with the research area’s soil type,
slopes, and fertility. Besides, other economic considerations have also been considered,
such as the vegetation price, maintenance aspect (whether the vegetation needs extra care),
and availability (which relates to how the community gets plant seeds).

Analysis of Riverbank Design Guidelines

Determination of riverbank design guidelines is defined from the government regulations on
riverbank arrangement and urban design standards, which are compared with the existing
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situation. The current condition of the research area showed that the riverbank was left
with no specific vegetation. Meanwhile, the government’s plan to normalize the river is
still in progress due to land acquisition constraints; unclear the fixed realization of river
normalization or to what extent the normalization is; whether all along the river or certain
parts of the land that has been successfully acquired.

Therefore, according to public policy theory, there are two scenarios: do nothing
and do something. The do-nothing scenario is also referred to as the status quo when
the government has not yet successfully implemented the Beringin River normalization
plan. Meanwhile, the do-something scenario represents that the design is adjusted to the
government’s plan combined with the study results of appropriate vegetation types.

RESULTS
Physical Characteristics

The Beringin River, which crosses Mangkang Wetan and Mangunharjo Villages, includes
a river with an embankment in urban areas. Therefore, according to the Minister of Public
Works and Public Housing Regulation, the border at the research location is at least three
meters from the outer edge of the embankment border. However, there are some points in
the Beringin watersheds where the width of the riverbank is less than three meters (Figure 3,
the red number represents the area with a range of fewer than three meters). These locations
are dangerous and experienced landslides because of the high-water runoff from upstream.
The landslides include the type C zone, with the soil type being the Mediterranean and
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Figure 3. Riverbank existing situation (range between river and building or other functions)
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residing on a low slope (0-20%). This soil is formed from sediment because surface runoff
from upstream, composed of clay and sand, tends to be unstable, and suitable vegetation
is needle-leaved and fibrous roots (Ministry of Public Works, 2007).

The area along the Beringin River is mostly occupied as housing. Housing in the
river border zone (less than three meters from the river) always faces a flood that leads
to riverbank landslides and then causes flash floods. Besides, land use in the downstream
Beringin river basin consists of rice fields, industry, ponds, and mangroves (Figure 4).
The land value in these two villages is relatively high because they are in the urban area
of Semarang and close to the airport. Therefore, the demand for housing is relatively high,
bringing considerable land conversion. The spatial analysis in 2017 and 2021 showed that
land-use conversion occurred at several points on the left and right sides of the river; land
conversion from the green open space to settlements on the left side and mangroves at
the mouth of the river. The settlement that resided on riverbanks is not under government
directives. In contrast, a downstream area should also need to accommodate a protection
function that ensures no obstacles in flowing water to the sea.

However, the land conversion in the Beringin watershed, which was previously green
open space to residential, is still following land use direction. Meanwhile, residential areas
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Figure 4. Land use of research area
Source. Spatial plan of Semarang City 2011-2031, (Semarang City Government, 2017)
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that occupied the riverbanks are primarily located in central residential areas with a higher
density than others. Indeed, one of the junior high school buildings is developed right by
the river and has no border. The school manager developed a permanent cement barrier
around the school buildings to mitigate riverbank landslides. Nevertheless, flooding still
occurs yearly because the river capacity cannot accommodate the high water discharge.

Based on the Semarang City Drainage System Master Plan, Mangkang Wetan Village is
included in the Beringin River drainage sub-system, while Mangunharjo Village is part of
the Mangkang River drainage sub-system. Both villages have a dark brown Mediterranean
soil type with a clay texture with low fertility and the ability to store and bind water, so it is
categorized as prone to landslides. Furthermore, vulnerability to landslides is exacerbated
by the lack of land cover on river borders, while some parts of riverbanks-built cement
embankments that reduce vegetation. Consequently, the land conversion in the Beringin
River basin declines river functions (Sutopo et al., 2019). In addition, the dark brown
Mediterranean soil type has a high erodibility level, making the landslides risk high (Dariah
et al., 2015). Therefore, based on the soil type, slope, and level of soil erodibility, the two
drainage sub-systems are included in the category of moderate erosion hazard with erosion
hazard of 17.50—46.25 tons/ha/year (Figure 5).
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Figure 5. Landslides level map
Source. Spatial plan of Semarang City 2011-2031, (Semarang City Government, 2017)
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Another problem in the Beringin watershed is sedimentation, where the total sediment
deposition reaches more than 20,000 m*/year, making the river shallow and narrow
(Semarang City Government, 2014). Likewise, the growth of wild plants causes the
river wide narrower. A high-intensity rain makes runoff that flows downstream cannot
accommodate and leads to flooding and erosion. Based on the Semarang City BPBD
report in 2020, the Beringin riverbank landslide was caused by the medium intensity of
rainfall which reached 22.10 mm/month to 393.20 mm/month. It increased the volume of
the Beringin River water, reaching 60 -70 cm, and caused the water to overflow into the
settlements.

Vegetative Approach Application

The vegetative approach is one of the solutions to overcome riverbank landslides which
is considered more accessible and economically than others, such as the concrete method
(Leknoi & Likitlersuang, 2020). Likewise, this approach aims to reduce or delay water
runoff and serve as a barrier to overcoming landslides. In addition, this method can also
hold back sedimentation and reduce pollution carried by water to maintain water quality
and the environment (Lobo & Bonilla, 2017). There are several techniques in the vegetation
approach: reforestation, agroforestry consisting of alley cropping, strip cropping, grass
strips, rows of crop residues, cover crops, and the application of cropping patterns, including
crop rotation intercropping and relay cropping (Subagyono et al., 2003).

The Beringin riverbank was overgrown by wild plants that did not function optimally.
There has been no reforestation effort on the river border, so it has not been planted with
particular vegetation that can mitigate landslides. Only weeds, bushes, and banana trees
are planted randomly by the community. Hence, vegetation on the riverbank in the coastal
areas is vulnerable to contamination by mud and garbage carried by water runoff during
floods. The selection of greenery in a vegetative approach may consider the plants’ capacity
to withstand the cliff structure from landslides, which refers to the following criteria:

*  Vegetation that can protect embankments and riverbanks from cliff erosion and

landslides

*  Cover crops that can restrain the water runoff rate and can be a barrier

*  Plants that have the robustness and produce leaf litter that easily falls off

* The selection of vegetation types considers the natural physical characteristics

(soil type, water flow, microclimate temperature, and sunlight), economic aspects
(affordable prices, easy to obtain, provide benefits), and social aspects (plants that
are familiar to the community and easy to cultivate).

The following are vegetation that can protect the soil and mitigate landslides that differ
from the characteristic (Table 1).
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Table 1
Characteristics of vegetation
No Vegetation Strength Weakness
1 Candlenut » Deeply penetrating taproot with  « It needs three years to grow optimal
(Aleurites multi-branched roots * Not suitable for the type of soil in the
moluccana) * Can thrive on Latosol, Podzolic, study area (alluvial)
and Andosol soil types
2 Vetiver grass « It stabilizes the soil because the ¢ Short lifetime
(Chrysopogon roots reach three m deep » Need to combine with other plants,
zizanioides) * Reducing pollution (chemical mainly with land cover
and medical waste, mercury)
* Easy to maintain
3 Mindi (Melia » Deeply penetrating taproot with + Hard to obtain seeds, considering the
azedarach) multi-branched roots wood has a high economic value, so
that very demanding
* Vulnerability to insects and plant pests
4  Yellow bamboo e Its fibrous roots stabilize the soil It needs five years of planting
(Bambusa + Easy to maintain It requires a large planting medium
vulgaris) » Can grow on all types of soil
* Low-cost investment
5 Pandanus * It has a large and long roots + Suitable if applied to the beach or the
(Pandanus * The sea pandanus can break the sea
amaryllifolius) waves and become a nesting
place for turtles
6 Banana tree * Retain the soil moisture * Requires care and fertilization to grow
(Mussa sp) * Fibrous root system (rhizome optimally
roots) » It is easy to collapse because the root
does not penetrate the soil
7  Guava tree * It has a strong root system * Requires a large planting medium
(Psidium (taproot and fibrous)
guajava l.) * It can grow in various soil types

Determining vegetation characteristics needs to consider the plants growing irregularly
along the riverbank. Therefore, it concludes that the vegetation types can be divided into
conservation plants and riparian vegetation. Conservation plants play a role in revegetating
river areas to be planted, especially in border areas. Meanwhile, riparian vegetation is the
majority of plants that can survive in a water-submerged area. The following is an example
of flexible riparian vegetation with a robust root system, such as vetiver grass, yellow
bamboo, and guava. This vegetation can stabilize the soil and protect the riverbanks by
reducing surface flow velocity when runoff and reducing pollution. In addition, the soil
type has also determined the implementation of the vegetative approach, such as alluvial
soil, which is included as a fertile soil with a flat slope of 0-2%.

The vegetative approach is addressed to give long-term protection for riverbanks
against landslides and provide economic benefits for the community without damaging the
environment. For instance, planting guava trees on riverbanks offers several advantages,
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such as being a conservation plant to revegetate borders and a commodity plant with an
economic value to the community.

Based on the Drainage System Plan, one of the efforts to conserve soil in landslide-
prone areas is the reforestation of river borders. However, the recommended plants
are primarily trees that take a relatively long time to grow and impact. Therefore, the
government currently encourages greening riverbanks by planting vetiver grass or akar
wangi (the local name of vetiver grass), or Chrysophogon zizaionide to mitigate landslides.
In Indonesia, the application of vetiver grass as a barrier to cliff landslides has only been
introduced and encouraged by the government since 2007, although it was still on a small
scale; even until 2010, initial studies or trials were still being conducted in several pilot
locations (Kusnandar & Kusminingrum, 2011).

However, akar wangi, used as a craft material, has been around for a long time,
especially in Bali and Garut. The root fibers are processed into bags, paintings, lampshades,
prayer rugs, and others. The processing of vetiver into these crafts has been recognized
and recorded as intangible cultural heritages in the domain of traditional crafts skills
and proficiency by the Ministry of Education, Culture, Research, and Technology of the
Republic of Indonesia in 2013.

Research from the Agency for the Assessment and Application of Technology showed
that shoot and root growth and the ability to absorb pollution of vetiver grass were better
when planted with river water media than groundwater media (Komarawidjaja & Garno,
2016). Therefore, the utilization of vetiver as an implementation of a vegetative approach
to preventing cliff landslides is appropriate. In addition, with the government’s support
through various programs and assistance from the private sector in providing vetiver seeds,
implementation in the research location is more likely. Therefore, ecological design is
appropriate to mitigate the Beringin River’s riverbank landslides (Sittadewi, 2016).

However, vetiver grass has a short lifetime (only reaches one year and needs to be
planted the following year again); it requires a continuous and consistent commitment
from the government and other parties to provide and facilitate the provision of vetiver
seeds (Leknoi & Likitlersuang, 2020; Mondal & Patel, 2020). Furthermore, the growth
pattern of vetiver grass tends to be vertical, so it needs to be combined (intercropped) with
ground cover plants such as elephant grass and vegetables or bamboo and jute geogrids
(Mondal & Patel, 2020). Hence, the local community’s role is necessary to realize riverbank
conservation. Meanwhile, the plants that economically have great value and can reduce
landslide risks are more in the form of trees. However, it needs several years for the tree to
absorb water and resist erosions. For instance, Candlenut, especially the sultan candlenut
species, can produce oil as an alternative fuel, but it is not suitable for research areas with
Mediterranean soil types. In addition, the vegetative approach cannot rely on a single
vegetation type; it requires mixing with other plants or other methods.
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Moreover, the vegetative approach in the research area is primarily realized in the form
of mangrove conservation, whereas reforestation to prevent erosions is still focused on
hilly steep slope areas. The vegetative approach is one of the soil conservation techniques
besides mechanical and chemical techniques, by utilizing the root system of plants to absorb
water, reduce runoff, and prevent soil structure damage. Hence, prevention of planting solid
roots and growing fast in landslides is necessary, including in hilly steep slope areas and
the lowland (Ministry of Public Works, 2007).

DISCUSSION

Realizing three meters of width for the Beringin riverbank is challenging; on the left side
of the river or directly adjacent to the river embankment is a permanent building, whereas
on the right side of the river is a rice field area (Figure 3). The landscape arrangement of
the riverbank intends to maintain the river sustainability, both ecosystems, and prevent
river damage caused by floods and riverbank erosions. The landscape arrangement of the
riverbank intends to maintain the river sustainability, both ecosystems, and prevent river
damage caused by floods and riverbank landslides.

Floods always occur in coastal areas, inundate settlements and paralyze accessibility
to and from Semarang City. Therefore, the Semarang City Government seeks to overcome
this by coordinating with other parties. One of them is the normalization of the Beringin
River, which in its implementation is handled by the central government through the
Pemali Juwana River Area Center for two years starting in 2020 along a length of 7.18
km. This river normalization plan has been around for a long time; starting in 2003, that
emphasized land acquisition activities for settlements located in river border areas. The
central government funds the river normalization, whereas the Semarang City government
takes care of the land acquisition. Therefore, the land acquisition process started in 2003—
2020, when 10 ha of land had been completed, and the remaining 8 ha were still being
discussed with the community, especially in Mangkang Wetan and Mangunharjo Villages
(Semarang City Government, 2021).

Therefore, the normalization of the Beringin River cannot be carried out in the two
sub-districts before the land acquisition is finished. Hence, the vegetative approach
implementation design at the research site refers to two strategies: do nothing and do
something. The do-noting strategy is a situation where the existing alternative solutions
have a detrimental impact (Patton et al., 2016). It means that the normalization of the
Beringin River cause people will be evicted from their homes that have been occupied for
years. In addition, there is a possibility that they will also lose their jobs or increase their
expenses to pay for transportation costs from their new place to their workplace. On the
other hand, if it remains today, the community will always experience flooding yearly.
Meanwhile, the do something strategy refers to river normalization efforts as a solution to
overcome flooding and improve environmental quality.
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The guidelines for implementing vetiver as landslides barrier issued by the Ministry of
Public Works are more intended for road slopes. Meanwhile, there is no guide to applying
the vegetative approach on river slopes. Therefore, the formulation of these designs refers
to the river’s existing condition and the use of the surrounding land and government
policies, especially the Law on Provision of Green Spatial Planning and the Semarang
City Drainage System Master Plan.

Following are the explanation of do-nothing and do-something strategies:

1. A do-nothing strategy means that there is no intervention in the river. This strategy

is applied when considering the land acquisition process, which takes a long time

(17 years) but leaves 400 parcels of land unfinished. In this strategy, the design for

the vegetative approach follows the existing condition where there are several points

where the river border is free from buildings, but there are buildings in some places.

*  Typology 1: the segment of the border area’s left and right side of Beringin River

in the garden, while the distance between the border and the building is equal to
or more than three meters (Figure 6). It means that without a river normalization
process, the width of the river border in this typology is in accordance with the
standard for embankment rivers in urban areas. Although these areas have met

e

289m

Figure 6. Design guideline for Typology 1
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the requirements of the river border standard, it still faces flooding every year
due to silting and narrowing of the river width and lack of vegetation buffer. The
vegetative approach in this segment aims to mitigate flooding and conserve land,
especially riverbanks. Based on the analysis of vegetative approach application,
the plant that is possible to apply in this segment is the method of intercropping
vetiver grass with elephant grass or bamboo (short term) or kinds of trees (long
term). Another tree that can be combined with vetiver grass is the tamarind tree.
Historically, this tree has been found in Semarang City, and even then, the toponym
of the city’s name is also taken from the tamarind tree (the local name is pohon
asem). In addition, the tamarind tree is one of the plants recommended by the
Research and Development Center for Watershed Management Technology as
vegetation that can prevent riverbank landslides.

*  Typology 2: the left and right segments of the Beringin River border area are
adjacent to the buildings (construction), with a distance between the borders of
less than three meters (Figure 7). This area is the most affected by floods and
landslides. Ideally, buildings on the riverbank need to be displaced, yet it is not
easy to do because the community rejected the relocation scheme. Therefore,
applying the vegetative approach in this segment adjusts to the existing conditions,
where the design direction is combined with a technical method by hardening the
embankment with cement. After the cement embankment, it plants vetiver grass and
elephant grass as a cover crop. This pavement and composition are plotted in fewer
than three meters border areas. However, the construction of river embankments
with cement is quite expensive for local people with economic limitations (some
are traditional fishers and industrial laborers), so it needs assistance from the
government and other parties. If there are no supports, the minimal solution is
combining vetiver grass with traditional embankment from sand sacks.

Embankment Embankment

Vetiver

grass Vegetation
area

Building

(Housing) H

Field

Figure 7. Design guideline for Typology 2
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2. Do-something strategy

This strategy means that there is intervention from the government to overcome

riverbank landslides by normalizing the river. Therefore, the design of the vegetative

approach adjusts to the rules of normalization and reforestation of river borders.

* Typology 3: is a segment of the Beringin Riverbank normalized following
government regulations. Riverbank rehabilitation, especially for the small rivers
category with a watershed area that is less than or equal to 500 km?, is carried
out at least 50 meters from the left and right banks of the riverbed along the river
channel (The Minister of Environment and Forestry Regulation No. 105 of 2018).
The river normalization standard is ideal condition for rehabilitating riverbanks
and mitigating landslides and floods. This normalization has been planned since
2020, yet due to the COVID-19 pandemic, this activity has not been carried out.

Hence, the design guideline in this segment considers an ideal pattern, particularly

after the river normalization by building a barrier (Figure 8). The vegetative approach
implementation utilizes vetiver grass planted after the barrier, intercropped with trees,
such as guava and banana trees. Eventually, the community benefits economically from
planting these trees by consuming or selling the fruits. River normalization means widening

Figure 8. Design guideline for Typology 3
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and restoring the cross-section of the river according to its class, improving the slope of
the river channel, and strengthening the slope by making embankments, for example,
with concrete blocks. The widening of the river is under government regulations that can
accommodate the planned flood discharge for a ten-year return period of 180.59/second
(Putra et al., 2014).

The essential point when implementing typologies 1-3 is that introducing vetiver
grass to the community is challenging. For example, it can be seen from the previous study
that the application of vetiver grass in Central Java Province was considered a failure due
to: the lack of experts who understood the function of vetiver in preventing landslides,
lack of community participation due to lack of understanding, and no economic benefits
obtained by the community, making them less interested on vetiver development (Budi
& Wariyanto, 2003). In contrast, the application of vetiver grass in Thailand, where there
is good leadership in the community and a strong commitment from the government, the
vetiver program has succeeded in improving the quality of the environment as well as the
socio-economic status of the community (Leknoi & Likitlersuang, 2020).

CONCLUSION

The design guidelines for the application of the vegetative approach, both typologies
1, 2, and 3, can be applied in other locations, primarily on riverbanks that are prone to
landslides, if they have the same characteristics, which are included in the category of
dammed rivers in urban areas. Likewise, the selected vegetation types can adopt in other
locations because the vegetation can be found and does not require specific maintenance.
Hence, the community can participate in implementing this vegetative approach easily.
In addition, if a do-something strategy has been implemented, the government not only
focuses on this technical solution but also combines it with vegetative approaches such as
tree planting so that the results are more optimal and benefit the community.
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ABSTRACT

The Dabai fruit (Canarium odontophyllum Miq.) is seasonal in Sarawak. The flesh is often
blanched in hot or lukewarm water to make it creamier and softer before being served as
a snack or side dish. The fruit was blanched at temperatures ranging from 60°C to 100°C,
with 10°C increments, for up to 10 minutes, whereby the quality changes in color and
texture were investigated. Notably, the L parameter has remained unchanged during the
blanching process, indicating that the dabai fruit’s dark color is retained. The parameters
a*, b*, chroma (C), and total color difference (TCD), on the other hand, have increased
significantly as the temperature and time of blanching are increased. However, the change in

firmness was not substantial due to the slight

variations in firmness as the temperature and

time increased. From these findings, it can
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INTRODUCTION

The dabai fruit (Canarium odontophyllum Miq.) is in the family of Burseraceae of
Sapindales order, where it belongs to the Eudicotyledonae class. It is categorized in the
drupe fruit family, where in botany, it is often known as ‘stone fruit,” which includes olive
oil and palm oil. It is an indigenous seasonal fruit that can only be found in Borneo Island,
mainly in the Sibu and Kapit regions of Sarawak (Rukayah, 2009; Chua & Nicholas, 2009;
Chua et al., 2015). The most fruitful annual seasons for dabai are from May to June and
December to January. The dabai fruits were collected using a sickle and a net to gather the
falling fruits and branches owing to the cutting of terminal branches of the fruit panicles
when the immature white fruit became purplish-black (Ding, 2011). Significantly, dabai
fruits are known for their high nutritional value, antioxidant, and mineral content, including
potassium, phosphorus, calcium, and magnesium, all of which are present in the skin
(Shakirin et al., 2010; Ariffin et al., 2020). The dabai fruit is always eaten by dipping it in
soy sauce or is used as an ingredient in a dish such as ‘nasi goreng dabai.” Furthermore,
a few studies have reported that the skin of dabai fruits has high phytochemical contents
such as anthocyanin and flavanoids (Pin et al., 2014; Khoo et al., 2016; Ariffin et al., 2020).
According to Ding (2011), one of the most common methods to prepare the dabai fruit is
by blanching it for 15 minutes using lukewarm water.

Blanching is rapidly heating vegetables and fruits to a certain temperature and holding
them for 1 to 10 minutes. The process is a thermal treatment used to enhance the taste or
texture of fruits and vegetables. The convectional water method is the common technique
for blanching dabai fruit. It is easier to be operated as the dabai fruit is immersed in hot
or lukewarm water for several minutes. Then, the water will be drained, and the blanched
products will be cooled before the next process is continued. As aforementioned in the
previous study, the dabai fruits are served after soaking in lukewarm water at 50°C for
about 15 to 20 minutes to soften the fruit’s flesh (Ding, 2011). As a result, the blanched
dabai will have a smooth, creamy texture and enhance the flavor. Usually, the locals will
eat the blanched dabai directly after the treatment. Thus, there is no processing operation
after the blanching process. However, the blanching process by the locals varies as they
do not have a predetermined temperature and duration. In the traditional method, most of
them blanched the dabai fruits judging merely by their appearances.

Quality products were defined as the products that meet the consumer’s perception,
whereby the quality of the products was judged based on the product attributions that the
consumer needed. The attributes or characteristics of the products can be measurable or
based on the consumer’s liking, the characteristics of the environment of the products,
the reliability, and more. Generally, quality components consist of appearance, such as
freshness, ripeness, color, flavor, and firmness of the measured fruits. For example, Abu-
Ghannam and Jaiswal (2015) observed the effects of blanching on the Irish York cabbage
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and found that the texture and color of the cabbage were reduced. Color is one of the
important parameters for the consumers’ judgment as it contributes to the appearance
attributes; thereby, if the product’s color is undesirable, it will influence the consumers’
acceptance, thus, affecting the market value of the product.

The color of the products can be related to other quality properties (Xiao et al., 2017).
Color can be used as the indicator of quality change of the products when they undergo
the blanching process and to determine the quality degradation caused by the thermal
blanching process. Moreover, color is also important in determining the shelf life of the
dabai fruits and indicates the fruits’ maturity in the duration of storage. When fully matured,
the skin of the dabai fruit is blue-black. The pigment color of the skin is mainly attributed to
anthocyanin (cyanine-3-glucoside) (Deylami et al., 2016; Shakirin et al., 2010). During the
blanching process, a Maillard reaction might affect the dabai fruit’s color changes (Razak
et al., 2021). The texture is also one of the important attributes to ensure that the products
are of good quality and value for the consumers. Therefore, the texture is often used as an
indicator in the blanching process. It will determine the physical-chemical properties of the
cell wall and indicate what has happened to the texture of the products during processing
(Xiao et al., 2017). According to Jaiswal et al. (2012), during the blanching process, a loss
of texture occurs that continues up to 14 minutes.

The process of chemicals changes the texture of processed fruit and vegetables.
Furthermore, during the blanching or soaking process, it can escalate moisture diffusivity,
which leads to the significance in hydration frequency, thus, catalyzing the water absorption
and changing the textural (Shafaei et al., 2016; Ehiem et al., 2019; Razak et al., 2021).
Subsequently, the process will affect the dabai fruit’s nutritional content, such as its crude
fat that provides the texture and flavor (Razak et al., 2021). The color and texture were
regarded as the qualitative features of food items to guarantee product acceptance. After the
blanching process, it is important to observe the quality of the dabai fruit in terms of color
and firmness to avoid under-blanching and over-blanching. It is because under-blanching
can speed-up enzyme activity, while over-blanching can cause degradation of texture and
color (Ruiz-Ojeda & Pefas, 2013; Shamsudin et al., 2021). There has been little study on
the effect of blanching conditions, including temperature and the duration of blanching
that can retain the quality of the dabai fruits, which have yet to be determined.

In this paper, the researchers attempt to understand and determine the effects of
blanching conditions on the quality of the dabai fruit that is blanched under a range of
time-temperature conditions. This data will benefit in designing the future thermal processes
and related calculations for dabai fruit.
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METHODOLOGY
Plant Materials

The dabai fruits were supplied by a supplier from Sibu, Sarawak, in Malaysia. The fruit
was packed in an icebox and delivered within 24 hours to Universiti Putra Malaysia,
Serdang, Selangor, in Malaysia. Upon arrival, they were stored in the freezer (SJC218,
Sharp, Selangor, Malaysia) at a temperature of —4°C. Dabai fruits that were free of damage
and pests were used as the raw material for the blanching assessment (in triplicate). The
Dabai fruit was defrosted at room temperature for a few minutes before being treated,
prior to blanching.

Water Blanching

The dabai fruit was immersed in a beaker filled with distilled water for each trial. It was then
heated using a water bath (JSSB, Laft Technologies, Melbourne, Australia) at a temperature
between 60°C and 100°C, with an increment of 10°C. Samples were blanched for up to 10
minutes at each temperature, at 2 minutes intervals. After that, the samples were analyzed
for color and texture properties.

Color Analysis

A colorimeter (Miniscan EZ Spectrophotometer, HunterLab, Virginia, USA) was used to
examine the visual color of the blanched dabai samples. The color parameters measured
were L* for whiteness or brightness, a* for redness or greenness, and b* for yellowness
or blueness. The quantitative attribute of colorfulness, also known as chroma, C*, and
total color difference, TCD, are calculated using Equations 1 and 2, respectively (Cruz et
al., 2007):

C =+/a*2 +b %2 (1)

CD = /(L* —Lo*) + (a* —ao %)2 + (b * —bo *)2 (2)

Texture Analysis

The texture of the blanched dabai fruit was determined using a Texture Analyzer (TA-XT
plus, Stable Micro Systems, Surrey, UK), where the parameter measured was firmness (N).
For energy and firmness measurements, a 500 g load cell with a 5 mm diameter probe was
employed (Gongalves et al., 2007). A single puncture measurement of 10 mm penetration
depth on each sample was performed at a velocity of 1.0 mm s'. In addition, the area under
the curves and the slope newton (N/mm) were measured to determine the hardness of the
force formation curves.
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RESULTS AND DISCUSSION
Effect of Blanching on the Color of Dabai Fruit

Color is one of the most important quality parameters attributed to food materials. Table
1 shows the color characteristics of the dabai fruit before blanching. The dabai fruit has
dark purplish color, as indicated in Table 1. Before blanching, the dabai fruit has a value of
0.000 for the L parameter, which is translated to the blackish region. Furthermore, it has a
negative value of a* parameter, which is -0.275, which indicates a shift towards greenness.
On the other hand, the positive value of the b* parameter, which is 5.923, suggests a shift
towards yellow. Therefore, the combination of a* parameter (-0.275) and b* parameter
(5.923) is identified as neutral color or gray.

The changes of color in the dabai
Table 1

Color characteristics of dabai fruit ‘Ngemah’
variety before blanching

fruit after blanching were studied at 60°C,
70°C, 80°C, 90°C, and 100°C at different
durations which were 2, 4, 6, 8, and 10

Parameter Initial value minutes as shown in Figure 1(a-d). From
L 0.000 the observations, the L parameter remained

a* -0.275 unchanged even after blanching at a high

b* 5.923 temperature and for a prolonged blanching

C 5.213 time. The robust stability of the anthocyanins
TCD 0.000 pigment responsible for the dark purple

color of dabai may have been why the L
parameter does not change (Khoo et al., 2017). Since the L value indicates the sample’s
darkness, the sample will not turn darker due to its initial color, which is already a dark
purplish color (Ganjloo et al., 2009).

In Figure 1(a), the a* value increases as the duration time increases from 2 to 10
minutes for all the temperatures except the blanching temperatures, which is at 60°C. The
a* value at 60°C does not show any significant changes (p>0.05) at any blanching time,
suggesting that the heat supplied has not been sufficient to change the a* value. On the
other hand, for blanching at a higher temperature, 100°C, the value of a* at 2 min was
5.876, which showed a high shift towards the redness color. A similar trend can be seen
at temperatures of 70°C, 80°C, and 90°C. The trend for the temperature at 70°C shows
a value that has increased gradually from 2 minutes until 10 minutes as time increased.
However, the trend for the temperatures 80°C, 90°C, and 100°C shows that the value of
a* has increased significantly from 4 to 10 minutes. The significant increase (p<0.05)
value of a* as the processing time and the temperature increased indicated that the dabai
fruit gained a red color. This finding agrees with the study by Krokida et al. (2001), where
the a* parameter has increased significantly due to the drying process on the potato strips
indicated in the product’s browning.
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The b* parameter for the blanched dabai fruit also showed some changes in values, as
shown in Figure 1(b). At 60°C at 2 minutes b* value was 6.063 and increased to 7.480 for
10 minutes of blanching. For 100°C, the value of b* after blanching at 2 minutes was 8.574
and rose to 11.563 at 10 minutes. A similar trend can also be seen in 70°C, 80°C, and 90°C.
The result showed that the b* value increased significantly (p<0.05) as the temperature and
time duration increased. At all temperatures, the b* values gradually increased except for
the temperature of 100°C, where the b* value had increased significantly from 9.431 (6
min) to 11.447 (8 min). However, the temperature of 60°C and 70°C increased moderately
throughout the 10 minutes. Overall, because of blanching on the b* parameter, it can be
concluded that as the temperature and time of blanching increase, the b* parameter will
increase too, resulting in the yellowness of the dabai fruit after blanching. This result
is also in agreement with the drying and dehydration effect on the b* parameter color,
where a significant increase of yellowness can be seen on the carrots after both of the heat
treatments (Zielinska & Markowski, 2012).

Based on Figure 1(c), the value of chroma after blanching at 60°C for 2 minutes is
6.066 and has increased to 7.577 at 10 minutes. For 100°C, the value of chroma at 2 minutes
is 10.394 and has increased to 22.662 at 10 minutes. The temperature at 70°C, 80°C, and
90°C has also shown the same trend. The result showed that the degree of chroma during
blanching increased significantly (p<0.05) as the time increased for all temperatures.
Figure 1(c) describes that the temperatures 80°C, 90°C, and 100°C for 60°C and 70°C have
gradually increased, where the chroma value rises at 6 minutes of blanching. However,
the temperature of 60°C and 70°C increased moderately throughout the 10 minutes. Thus,
the temperature and time of blanching affect the chroma value of the dabai fruit. This
finding was in agreement with Brewer et al. (1995), where blanching treatments such
as conventional boiling water, steam blanching, and microwave blanching of the frozen
broccoli increased the broccoli’s chroma color florets and stems. The increment value of
chroma (C) suggested that the blanched dabai fruit gained vividness or saturation of color.
The chroma parameter is related to the proportion of the grey component responsible for
characterizing the color (Olivera et al., 2008). As C increases, the intensity of the color
has also increased.

The TCD for all temperatures in Figure 1(d) displayed increasing values of TCD as
the blanching time increased. The temperature of 80°C, 90°C, and 100°C showed that
the value of TCD soared after 4 minutes. However, the temperature of 60°C and 70°C
increased moderately throughout the 10 minutes. For example, at 60°C at 4 minutes, the
value of TCD is 0.653 and has increased to 1.045 at 6 minutes which is a 37.47% difference.
As for 100°C, the TCD value at 4 minutes is 7.795, which soars to 16.671 at 6 minutes
which is 46.76%. The result shows that the TCD has increased significantly (p<0.05) as
the blanching duration increases. The increasing value of the total color difference of the
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dabai fruit caused by the blanching suggested that the color had changed due to the thermal
blanching process. According to Jaiswal et al. (2012), the TCD increases during blanching
due to the different reactions that may have resulted in the color changes, such as thermal
degradation of the pigments and the oxidation of ascorbic acid enzymatic browning and

non-enzymatic browning.
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Figure 1. The effect of blanching (60°C,70°C, 80°C, 90°C, and 100°C) on the color parameters of
dabai fruit: (a) a*; (b) b*; (¢) C; and (d) TCD

Effect of Blanching on the Texture of Dabai Fruit

The effect of blanching on the dabai fruit in terms of texture was measured using the
firmness parameter. For 60°C, at 2 minutes of blanching, the firmness value was 3.616 N
and increased to 4.065 at 10 minutes, as shown in Figure 2. For 100°C, the firmness of
the dabai fruit after blanching at 2 minutes decreased to 2.034N from 5.304N (0 min) and
increased again at 10 minutes to 2.075N. A similar trend can be seen at temperatures 70°C,
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80°C, and 90°C. According to the Figure 2, the firmness of the dabai fruit decreased as the
blanching time increased. However, at 8 minutes, the degree of firmness started to grow for
all the temperatures. [t may be due to the pectin methylesterase enzyme in some vegetables
and fruits. The enzyme pectin methylesterase (PME) was found to have a firming effect on
fruits or vegetables if activated by blanching (Anthon & Barrett, 2006). The decrease in the
firmness of the dabai fruit may be caused by the changes in the pectin strengths caused by
the thermal softening and enzyme degradation (Kim, 2006). The phenomena that started
at 8 minutes can be explained by the PME enzyme activity that increases when the pectic
substances inside the dabai fruit are demethoxylated, which causes the formation of calcium
and magnesium pectate (Inheiro et al., 2009). However, most researchers have stated that
the firming effect of the pectin methylesterase enzyme is often around the temperature
range of 50°C to 70°C (Kim, 2006; Ni et al., 2005). In addition, according to the research
by Abu-Ghannam and Crowley (2006), pre-treatment using 65°C before the blanching
process, which ranges from 95°C to 100°C, causes the firmness of the potato to increase
compared with the blanching process without any pre-treatment. However, Table 2 shows
that the firmness value has no significant (p>0.05) difference after blanching at 60°C to
100°C between 2 to 10 minutes. It is due to the small value increment and decrement of
firmness in all temperatures and durations. It shows that the blanching time does not affect
the firmness of the dabai fruit.
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Figure 2. The effect of blanching (60°C,70°C, 80°C, 90°C, and 100°C) on the firmness of dabai fruit
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CONCLUSION

The findings in the present study confirmed that blanching has a deleterious effect on the
color and texture of the dabai fruit. For the color analysis, parameters a*, b*, C, and TCD
for the blanched dabai fruit showed significant changes for each temperature and time of
blanching, except for the L parameter. However, the firmness of the blanched dabai fruit
at different temperatures and blanching times was insignificant as there were only minor
changes. This information will add to the knowledge that contributes as an advantage and
an impact on consumer food selection and enhances the ability to find the right conditions
for blanching the dabai fruit. Furthermore, the information would also be useful in designing
thermal processes and related calculations for the dabai fruit.
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